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INTRODUCTION 

 

Random Experiment: 

 

An experiment whose output is uncertain even though all the 

outcomes are known. 

Example: Tossing a coin, Throwing a fair die, Birth of a baby. 

 

Sample Space: 

 

The set of all possible outcomes in a random experiment. It is 

denoted by S. 

Example: 
 

For tossing a fair coin, 𝑆 = {𝐻, 𝑇} 
 

For throwing a fair die, 𝑆 = {1, 2, 3, 4, 5, 6, } 
 

For birth of a baby, 𝑆 = {𝑀, 𝐹} 
 
Event: 

 

A subset of sample space is event. It is denoted by A. 

 

Mutually Exclusive Events: 

 

Two events A and B are said to be mutually exclusive events if they do 

not occur simultaneously. If A and B are mutually exclusive, then 𝐴 ∩ 𝐵 = Φ 

Example: 

 

Tossing two unbiased coins 

 

𝑆 = {𝐻𝐻, 𝐻𝑇, 𝑇𝐻, 𝑇𝑇} 
 

(i) Let 𝐴 = {𝐻𝐻}, 𝐵 = {𝐻𝑇} 
 

𝐴 ∩ 𝐵 = {𝐻} ≠ Φ 
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Then A and B are not mutually exclusive. 

 

(i) Let 𝐴 = {𝐻𝐻}, 𝐵 = {𝑇𝑇} 
 

𝐴 ∩ 𝐵 = Φ 
 
Then A and B are mutually exclusive. 

 

1.1 Probability: 

 

Probability of an event A is 𝑃(𝐴) = 
𝑛(𝐴)

 
𝑛(𝑆) 

 

i.e. , 𝑃(𝐴) = 
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑎𝑠𝑒𝑠 𝑓𝑎𝑣𝑜𝑢𝑟𝑎𝑏𝑙𝑒 𝑡𝑜 𝐴 

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑎𝑠𝑒𝑠 
 

Axioms of Probability: 

 

(i) 0 ≤ 𝑃(𝐴) ≤ 1 
 

(ii) 𝑃(𝑆) = 1 
 

(iii) 𝑃(𝐴 ∪ 𝐵) = 𝑃(𝐴) + 𝑃(𝐵), if A and B are mutually exclusive. 

 

Note: 
 

(i) 𝑃(𝜙) = 0 
 

(ii) 𝑃(̅𝐴̅̅) = 1 − 𝑃(𝐴), for any event A 
 

(iii) 𝑃(𝐴 ∪ 𝐵) = 𝑃(𝐴) + 𝑃(𝐵) − 𝑃(𝐴 ∩ 𝐵), for any two events A and B. 

 

Independent events: 

 

Two events A and B are said to be independent if occurrence of A does not 

affect the occurrence of B. 

Condition for two events and B are independent: 

 

𝑃(𝐴 ∩ 𝐵) = 𝑃(𝐴) 𝑃(𝐵) 
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Conditional Probability: 

 

If the probability of the event A provided the event B has already 

occurred is called the conditional probability and is defined as 

𝑃(𝐴|𝐵) = 
𝑃(𝐴∩𝐵)

, provided 𝑃(𝐵) ≠ 0 
𝑃(𝐵) 

 

The probability of an event B provided A has occurred already is given by 
 

𝑃(𝐵|𝐴) = 
𝑃(𝐴∩𝐵)

, provided 𝑃(𝐴) ≠ 0 
𝑃(𝐴) 

 

RANDOM VARIABLE 

 

Define Random Variables: 

 

A random variable is a function that assign a real number for all 

the outcomes in the sample space of a random experiment. 

Example: 
 

Toss two coins then the sample space 𝑆 = {𝐻𝐻, 𝐻𝑇, 𝑇𝐻, 𝑇𝑇} 
 
Now we define a random variable X to denote the number of heads in 2 tosses. 

X(HH) = 2 

X(HT) = 1 

 

X(TH) = 1 

 

X(TT) = 0 

 

Types of Random Variables: 

 

(i) Discrete Random Variables 

(ii) Continuous Random Variables 
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∑ 

𝑖=1 

𝐵 

1.2 Baye’s Theorem 

 

If 𝐵1, 𝐵2, . . . , 𝐵𝑛 be a set of exhaustive and mutually exclusive events associated 

with a random experiment and D is another event associated with 𝐵𝑖, then 

𝑃(𝐷/𝐵 ) =
    𝑃(𝐵𝑖)∙𝑃(𝐷/𝐵𝑖)  

𝑖 𝑛 
𝑖=1 𝑃(𝐵𝑖) 𝑃(𝐷/𝐵𝑖) 

 

State and Prove Bayes Theorem 

 
(OR) 

State and Prove Theorem of Probability of Causes. 

 
Soln : 

Statement 

 
If 𝐵1, 𝐵2, … Bn be a set of exhaustive and mutually exclusive events 

associated with random experiment and 𝐷 is another event associated with (or 

caused )by Bi. Then 

 

𝑃(𝐷 ∣ 𝐵 ) = 
𝑃(𝐵𝑖) ⋅ 𝑃(𝐷/𝐵𝑖) 

𝑖 ∑𝑛 𝑃(𝐵𝑖)𝑃(𝐷/𝐵𝑖) 
 

Proof : 
 

𝐷 
𝑃(𝐵𝑖 ∩ 𝐷) = 𝑃(𝐵𝑖) ⋅ 𝑃 ( ) 

𝑖 

 

𝑃(𝐷 ∩ 𝐵𝑖) 
 

= 𝑃 
 

(𝐷) 
𝐵𝑖 

⋅ 𝑃 ( ) 
𝐷 

 

𝑃(𝐵𝑖 ∣ 𝐷) = 
𝑃(𝐵𝑖) ⋅ 𝑃(𝐷/𝐵𝑖) 

… … … (1)
 

𝑃(𝐷) 
 
 

 

 

binils.com

binils - Anna University App on Play Store

                    Free PDF Study Materials
binils.com - Anna University, Polytechnic & Schools



 

MA8451-PROBABILITY AND RANDOM PROCESSES 

 

 

𝑖=1 

𝑖=1 

The inner circle reprosents the events D.D can occur along with 𝐵1, 𝐵2, … 𝐵𝑛 

that are exhaustive and mutually exclusive 

 
∴ 𝐷𝐵1, 𝐷𝐵1, … . 𝐷𝐵𝑛 are also mutually exclusive such that 

 
𝐷 = 𝐷𝐵1 + 𝐷𝐵2 + ⋯ + 𝐷𝐵𝑛 

 
∴ 𝐷 = ∑𝐷𝐵𝑖 

 
𝑃[𝐷] = 𝑃[Σ𝐷𝐵𝑖] 

 
= ∑𝑃[𝐷𝐵𝑖] 

 
= ∑𝑃[𝐷 ∩ 𝐵i] 

 
𝑃[𝐷] = ∑𝑛 𝑃(𝐵𝑖) ⋅ 𝑃(𝐷/𝐵𝑖) 

 
Substitute 𝑃[𝐷] in eqn (1) 

 

(1) ⇒ 𝑃[𝐵 /𝐷] = 
𝑃(𝐵𝑖) ⋅ 𝑃(𝐷/𝐵𝑖)

 
𝑖 ∑𝑛 𝑃(𝐵i)𝑃(𝐷/𝐵𝑖) 

 
 

 

Hence the proof , 

 
Problem based on Baye’s Theorem 

 
1.  Four boxes A,B,C,D contain fuses. The boxes contain 5000, 3000, 

2000 and 1000 fuses respectively. The percentages of fuses in boxes 

which are defective are 3%, 2%, 1% and 5% respectively.one fuse in 

selected at random arbitrarily from one of the boxes. It is found to be 

defective fuse. Find the probability that it has come from box D. 

(OR) 
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Four boxes A,B,C,D contain fuses. Box A contain 5000 fuses , box B contain 

3000 fuses, box C contain 2000 fuses and box D contain 1000 fuses. The 

percentage of fuses in boxes which are defective are 3%, 2%, 1% and 0.5% 

respectively.    One fuse is select at random from one of the boxes. It is 

found to be defective fuse . What is the probability that it has come from 

box D. 

Soln: 

 
Since selection ratio is not given 

Assume selection ratio is 1 : 1 : 1 : 1 

Total = 1+1+1+1 = 4 
 

1 
𝑃(𝐴) = 

4 
 

1 
𝑃(𝐵) = 

4 
 

1 
𝑃(𝐶) = 

4 
 

𝑃(𝐷) = 1/4 

 
Let E be the event selecting a defective fuse from any one of the machine 

 
𝑃(𝐸/𝐴) = 3% = 0.03 

 
𝑃(𝐸/𝐵) = 2% = 0.02 

 
𝑃(𝐸/𝐶) = 1% = 0.01 

 
𝑃(𝐸/𝐷) = 5% = 0.05 
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𝑃(𝐸) = 𝑃(𝐴)𝑃(𝐸/𝐴) + 𝑃(𝐵)𝑃(𝐸/𝐵) + 𝑃(𝐶)𝑃(𝐹/C) + 𝑃(𝐷)(𝐹/D) 
 

= 
1 

× 0.03 + 1/4 × 0.02 + 1/4 × 0.01 + 1/4 × 0.05 
4 

 

= 0.0275 
 
 

𝑃(𝐷/𝐸) = 
𝑃(𝐷)𝑃(𝐸/𝐷) 

 
 

𝑃(𝐸) 
 

1
×0.05 

= 4 = 0.4545 
0.0275 

 

= 0.4545 

 
2.  In a bolt Factory, Machines A,B and C manufacture respectively 

25%, 35% and 40% of total output . also out of these output of A,B,C 

are 5,4,2 percent respectively are defective. A bolt is drawn at 

random from the total output and it is found to be defective. What is 

the probability that it was manufactured by the machine B? 

(OR) 

 
In a company machine A, B and C manufactured bolts, 25%, 35% and 

40% of total output . also out of these output of A,B,C are 5,4,2 percent 

respectively are defective. A bolt is taken random from the total output and 

it is found to be defective. Find   the probability that it was manufactured 

by the machine B? 

Soln: 

 
Given ,P(𝐸1) =P(A) =25% = 0.25 

 
P(𝐸2) =P(B) =35% = 0.35 

 
P(𝐸3) =P(C) =40% = 0.40 
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Let 𝐷 be the event of drawing defective bolt 

 

𝑃(𝐷/𝐸1 ) = 5% =   
5

 
100 

= 0.05 

 

𝑃(𝐷/𝐸2) = 4% = 0.04 

 
𝑃(𝐷/𝐸3) = 2%) = 0 ⋅ 02 

 
To find 𝑃( 𝐸2/𝐷) 

 
By Bayes theorem 

 

𝑃(𝐸2)𝑃(𝐷/𝐸2) 
𝑃( 𝐸2/𝐷) = 

𝑃(𝐸
 

) 𝑃(𝐷/𝐸1 ) + 𝑃(𝐸2)𝑃(𝐷/𝐸2) + 𝑃(𝐸3 )𝑃(𝐷/𝐸3) 
 

= 
(0.35)(0.04) 

(0.25)(0.05)+(0.35)(0.04)+(0.4)(0.02) 

 

= 
0.014 

0.0345 

 

= 0.406 

 
3.  A bag A contains 2 white and 3 red balls and a bag B contains 4 

white and 5 red balls. One ball is drawn at random from one of the 

bag and is found to be red. Find the Probability that it was drawn 

from bag B 

(OR) 

 
A box A contains 2 white and 3 red balls and a box B contains 4 white and 

5 red balls at random one ball is taking and is found to be red. What is the 

probability that it was drawn from bag B? 

Soln: 

 
Let 𝐵1 be the event that the ball is drawn from the bag 𝐴. 

1 
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Let 𝐵2 be the event that the ball is drawn from the bag 𝐵. 

 
Lat 𝐴 be the event that the drawn ball is red 

 

 

 

 

𝑃(𝐵1 ) = 𝑃(𝐵2 ) = 
1

 
2 

 

𝑃(𝐴/𝐵 ) = 
3𝐶1 = 

3 
1 5𝐶1 5 

 

𝑃(𝐴/𝐵 ) = 
5𝐶1 = 

5 
2 9𝐶1 9 

 

𝑃(𝐵2)𝑃(𝐴/𝐵2) 
𝑃(𝐵2/𝐴)   = 

𝑃(𝐵
 

)𝑃(𝐴/𝐵1) + 𝑃(𝐵2)𝑃(𝐴\𝐵2) 
 

1    5 
( )( ) 

2    9 
1     3 1    5 

( )( )+( )( ) 
2     5 2    9 

 
5 

 18 
52 

 

90 

 

𝑃(𝐵2 /𝐴)= 25 
52 

1 

= 

= 
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1 

1.3 MOMENTS 

 
Definition: 

 
The rth moment about origin is 𝜇′ = 𝐸[ 𝑥′] 

r r 

 

First moment about origin 𝜇′ = 𝐸[𝑋] 

 
= 𝐸(𝑋2) − [𝐸(𝑋)]2 

 
Variance 𝜎2 = 𝜇′ − (𝜇′ )2 

2 1 

 

The rth moment about mean is 𝜇𝑟 = 𝐸[(𝑋 − 𝜇)𝑟], 𝑤ℎ𝑒𝑟𝑒 𝜇 𝑖𝑠 𝑚𝑒𝑎𝑛 𝑜𝑓 𝑋. 

 
𝜇1 = 𝐸[(𝑋 − 𝜇)1] 

 
= 𝐸[𝑋] − 𝐸[𝜇] = 𝜇 − 𝜇 = 0 

 
∴ 𝜇1 = 0 

 
𝜇2 = 𝐸[(𝑋 − 𝜇)2] 

 
= 𝐸[𝑋2 + 𝜇2 − 2𝑋𝜇] 

 
= 𝐸[𝑋2] + 𝜇2 − 2𝐸[𝑋]𝜇 

 
= 𝐸(𝑋2) + [𝐸(𝑋)]2 − 2𝐸(𝑋)𝐸(𝑋) 

 
= 𝐸(𝑋2) + [𝐸(𝑋)]2 − 2[𝐸(𝑋)]2 

 
= 𝐸(𝑋2) − [𝐸(𝑋)]2 = 𝜎2 

 
∴ 𝜇2 = 𝜎2 
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If the probability density of X is given 𝒇(𝒙) = {𝟐(𝟏 − 𝒙) 𝟎 < 𝒙 < 𝟏 
𝟎 𝒐𝒕𝒉𝒆𝒓𝒘𝒊𝒔𝒆 

Find its rth moment about origin. Hence find evaluate 𝑬[(𝟐𝑿 + 𝟏)𝟐] 

 
Solution: 

 
The rth moment about origin is given by 

 

1 
𝜇′ = 𝐸[ 𝑥′] = ∫ 𝑥𝑟 𝑓(𝑥)𝑑𝑥 

r r 
0 

 

1 

= ∫ 𝑥𝑟 2(1 − 𝑥)𝑑𝑥 
0 

 

1 

= 2 ∫ 
 

(𝑥𝑟 − 𝑥𝑟+1)𝑑𝑥 
0 

 
 

𝑥𝑟+1 

= 2 [ − 
𝑟 + 1 

 
𝑥𝑟+1+1 1 

] 
𝑟 + 2 

0 

 

1 1 
= 2 [ − ] 

𝑟 + 1 𝑟 + 2 
 

(𝑟 + 2) − (𝑟 + 1) 2 
= 2 [ (𝑟 + 2)(𝑟 + 1) 

] = 
𝑟2 + 3𝑟 + 2 

 

𝐸[(2𝑋 + 1)2] = 𝐸[4𝑋2 + 4𝑋 + 1] 

 
= 4𝐸[𝑋2] + 4𝐸[𝑋] + 1 

 
= 4𝜇′ + 4𝜇′ + 1 

2 1 

 

2 2 
= 4 

22 + 3(2) + 2 
+ 4 

22 + 3(2) + 2 
+ 1

 
 

8 8 
= + 

12 6 

 

+ 1 = 3 
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1 2 𝑟 

∴ 𝐸[(2𝑋 + 1)2] = 3 

 
1.4 MOMENT GENERATIVG FUNCTION (MGF) 

 
Let 𝑋 be a random variable. Then the MGF of 𝑋 is 𝑀𝑋 (𝑡) = 𝐸[𝑒𝑡𝑥] 

 
If 𝑋 is a discrete random variable, then the MGF is given by 

 
 

𝑀𝑋(𝑡) = ∑ 
𝑥 

𝑒𝑡𝑥𝑝(𝑥) 

 

If 𝑋 is a continuous random variable, then the MGF is given by 
 

∞ 

𝑀𝑋 (𝑡) = ∫ 
 
𝑒𝑡𝑥𝑓(𝑥)𝑑𝑥 

−∞ 

 

Define MGF and why it is called so? 

 
Sol: Let 𝑋 be a random variable. Then the MGF of 𝑋 is 𝑀𝑥(𝑡) = 𝐸[𝑒𝑡𝑋] Let 𝑋 

be a continuous random variable. Then 

 
𝑀 (𝑡)= ∞  𝑒𝑡𝑥𝑓(𝑥)𝑑𝑥 = ∞   [1 + 

𝑡𝑥 
+ 

𝑡2𝑥2 

+ ⋯ 
𝑡𝑟𝑥𝑟 

+ ⋯ ] 𝑓(𝑥)𝑑𝑥 
𝑋 ∫

−∞ 
∫

−∞ 
 

  

1! 2! 

 
 

𝑟! 

 
= ∞ [𝑓(𝑥) + 

𝑡𝑥 
𝑓(𝑥) + 

𝑡2𝑥2 

𝑓(𝑥) + ⋯ 
𝑡𝑟𝑥𝑟 

𝑓(𝑥) + ⋯ ] 𝑑𝑥 
∫

−∞ 

 
= 

∞ 

 
 

1! 
 

𝑓(𝑥)𝑑𝑥 + 
𝑡
 

 
 

2! 

 
∞  𝑥𝑓(𝑥)𝑑𝑥 + 

𝑡2

 

 
 

𝑟! 

 
∞   𝑥2𝑓(𝑥)𝑑𝑥 … + 

𝑡𝑟
 

 
 ∞ 𝑥𝑟𝑓(𝑥)𝑑𝑥 + ⋯ 

∫
−∞ 1! ∫−∞ 2! ∫−∞ 𝑟! ∫−∞ 

 

 

𝑀𝑋(𝑡) = 1 + 
𝑡 

𝜇′ + 
1! 

𝑡2 
 

 

2! 

 

𝜇′ + ⋯ 
𝑡𝑟 
 

 

𝑟! 

 

𝜇′ + ⋯ … … 

∵ 𝑀𝑋(𝑡) generates moments therefore it is moment generation function 

 
NOTE 
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r 

𝑥=1 

𝑟 
If 𝑋 is a discrete RV and if 𝑀 (𝑡) is known, then 𝜇′ = [ 

𝑑
 [𝑀 (𝑡)]] 

𝑋 𝑟 𝑑𝑡𝑟 𝑋 
𝑡=0 

If 𝑋 is a continuous RV and if 𝑀𝑋(𝑡) is known, then 𝜇′ 

 
= 𝑟! × coeff of 𝑡𝑟 in 𝑀𝑋(𝑡) 

 
PROBLEMS UNDER MGF OF DISCRETE RANDOM VARIABLE 

 
 

𝑀𝑋(𝑡) = ∑ 
𝑥 

𝑒𝑡𝑥𝑝(𝑥) 

 
𝑟 

If 𝑋 is a discrete RV and if 𝑀 (𝑡) is known, then 𝜇′ = [ 
𝑑

 [𝑀 (𝑡)]] 
𝑋 𝑟 𝑑𝑡𝑟 𝑋 

𝑡= 

 

1. Let 𝑿 be the number occur when a die is thrown. Find the 

MGF and hence find Mean and Variance of 𝑿. 

Solution: 
 

 

 
 

𝑥 1 2 3 4 5 6 

𝑝(𝑥) 1/6 1/6 1/6 1/6 1/6 1/6 

(i) 𝑀𝑋(𝑡) = ∑6 𝑒𝑡𝑥𝑝(𝑥) 

= 𝑒𝑡𝑃(1) + 𝑒2𝑡𝑃(2) + 𝑒3𝑡𝑃(3) + 𝑒4𝑡𝑃(4) + 𝑒5𝑡𝑃(5) + 

𝑒6𝑡𝑃(6) 

= 𝑒𝑡 1 
+ 𝑒2𝑡 1 

+ 𝑒3𝑡 1 
+ 𝑒4𝑡 1 

+ 𝑒5𝑡 1 
+ 𝑒6𝑡 1

 
6 6 6 6 6 6 

𝑀𝑋 (𝑡)  = 
1 

[𝑒𝑡 + 𝑒2𝑡 + 𝑒3𝑡 + 𝑒4𝑡 + 𝑒5𝑡 + 𝑒6𝑡] 
6 

(ii) 𝐸(𝑋) = [ 
𝑑
 𝑀𝑋(𝑡)] = 

1 
[𝑒𝑡 + 2𝑒2𝑡 + 3𝑒 3𝑡 + 4𝑒 4𝑡 + 5𝑒 5𝑡 + 

𝑑𝑡 

6𝑒6𝑡]𝑡=0 

1 

𝑡=0 6 

 

 
21 

= [1 + 2 + 3 + 4 + 5 + 6] = 
6 6 
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𝑥=1 

𝑋 

𝐸(𝑋) = 3.5 

𝐸(𝑋2) = [ 
𝑑2

 

𝑑𝑡2 

 

 
[𝑀𝑋 

 

 
(𝑡)]] 

 
 
 
 

 
𝑡=0 

= 
1 

[𝑒𝑡 + 4𝑒2𝑡 + 9𝑒3𝑡 + 16𝑒4𝑡 + 25𝑒5𝑡 + 36𝑒6𝑡] 
6 

= 
1 

(1 + 4 + 9 + 16 + 25 + 36) = 
91

 
6 6 

=15.1 

 
(iii) Variance of 𝑋 = 𝐸(𝑋2) − [𝐸(𝑋)]2 = 15.1 − 12.25 

𝜎𝑋 = 2.85 

 
2. Find the moment generating function for the distribution 

𝟐 ; 𝒙 = 𝟏 
𝟑 

where (𝑿 = 𝒙) = {𝟏 
; 𝒙 = 𝟐 . Also find its mean & variance, 

𝟑 

𝟎 ; otherwise 

 
Sol: The probability distribution of 𝑋 is given by 

 
 

𝑥 1 2 

𝑝(𝑥) 2/3 1/3 

𝑀𝑋 (𝑡) = 𝐸[𝑒𝑡𝑥] = ∑2 𝑒𝑡𝑥𝑝(𝑥) 
 

= 𝑒𝑡𝑝(𝑋 = 1) + 𝑒2𝑡𝑝(𝑋 = 2) = 𝑒𝑡 
2 

+ 𝑒2𝑡 
1

 

 
𝑀𝑋 

3 3 
 

(𝑡) = 
1 

(2𝑒𝑡 + 𝑒2𝑡) 
3 

 

𝐸(𝑋) = 𝑀′ (0) 
 

𝑑   1 ( 𝑡 2𝑡) 1 ( 𝑡 2𝑡) 
= [ 

 

E(X)= 4 
3 

[ 
𝑑𝑡  3 

2𝑒 + 𝑒 ]] 
𝑡=0 

= 2𝑒 
3 

+ 2𝑒 
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3 

𝑷 𝒙 ) 

 

𝐸(𝑋2) = 𝑀′′(0) = [ 
𝑑2 1 

( 𝑡 2𝑡)]] 
𝑋 𝑑𝑡2 [ 2𝑒 + 𝑒  

𝑡=0 
 

𝑑 
= [ 

𝑑𝑡 

 

[
1 

(2𝑒𝑡 + 2𝑒2𝑡)]] 
3 

 
 
 

𝑡=0 

 

= [
1 

(2𝑒𝑡 + 4𝑒2𝑡) 
3 

6 

𝑡=0] = 
3 

= 2 
 

Variance of 𝑋 = 𝐸(𝑋2) 

 
Var(𝑋) = 

2
 

9 

− [𝐸(𝑋)]2 = 2 − (
4

 
3 

3. Let 𝑿 be a 𝐑𝐕 with PMF ( ) 𝟏   𝒙 
 

 Find MGF and 
𝟐 

hence find mean and variance of 𝑿. 

Sol: 

 
(i) 𝑀𝑋(𝑡) = 𝐸[𝑒𝑡𝑋] 

∞ 
𝑥=1 𝑒𝑡𝑥𝑝(𝑥) 

 
 

∞ 𝑡𝑥 1  𝑥 
∞ 𝑒𝑡    𝑥 

= ∑𝑥=1 𝑒 ( ) = ∑𝑥=1 ( ) 
2 2 

 

= [
𝑒

 𝑒𝑡   2 
+ ( ) + (

𝑒𝑡

) 
 
+ ⋯ ] = 𝑒𝑡 

 
 

 
(1 + 𝑒𝑡 

 
 

𝑒𝑡   2 
+ ( ) 

 
+ ⋯ ) 

2 2 2 2 2 2 

 

𝑒𝑡 𝑒𝑡   −1 𝑒𝑡 𝑒𝑡 

= (1 − ) 
2 2 

= 
2  2−𝑒𝑡 

 

𝑀𝑋 (𝑡)  = 
𝑒𝑡

 

2−𝑒𝑡 

 
(𝑖𝑖) 𝐸(𝑋) = [ 

𝑑 
[𝑀 (𝑡)]] 

 

=[ 
𝑑 

( 

 
 

𝑒𝑡 

𝑑𝑡 𝑋 

 

𝑡)] 

𝑡=0 

𝑑𝑡 2−𝑒 𝑡=0 

= ∑ 

= ( ; 𝒙 = 𝟏, 𝟐, 𝟑, …. 

2 

) 

𝑡 3 
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r 

(2−𝑒𝑡)𝑒𝑡−𝑒𝑡(0−𝑒𝑡) 
= [ 

(2−𝑒𝑡)2 ] 
 

2𝑒𝑡−𝑒2𝑡+𝑒2𝑡 𝑢 𝑣𝑢′−𝑢𝑣′ 

= [ 
(2−𝑒𝑡)2 ] 

∵ 𝑑 (  ) = 
𝑣 

 
 

𝑣2 

 

= [ 
2𝑒𝑡 

(2−𝑒𝑡)2 

 
] 

𝑡=0 

] = 
2

 
1 

 

𝐸(𝑋) = 2 
 

𝐸(𝑋2) = [ 
𝑑2

 

𝑑𝑡2 

 
[𝑀𝑋 

 
(𝑡)]] 

 
 

 
𝑡=0 

 
𝑑 2𝑒𝑡 

= [
𝑑𝑡 

(
(2−𝑒𝑡)2)] 

 

(2−𝑒𝑡)
2

2𝑒𝑡−2𝑒𝑡2(2−𝑒𝑡)(−𝑒𝑡) 
= [ 

(2−𝑒𝑡)4 ] 

 
 
 
𝑡=0 

= 
2+4 

= 6
 

1 

(iii) Variance = 𝐸(𝑋2) − [𝐸(𝑋)]2 = 6 − 4 

Var(𝑋) = 2 

PROBLEMS UNDER MGF OF DISCRETE RANDOM VARIABLE 
 

∞ 

𝑀𝑋 (𝑡) = ∫ 
 
𝑒𝑡𝑥𝑓(𝑥)𝑑𝑥 

−∞ 
 

If 𝑋 is a continuous RV and if 𝑀𝑋(𝑡) is known, then 𝜇′ 

 
= 𝑟! × coeff of 𝑡𝑟 in 𝑀𝑋(𝑡) 

 
 
 

 

1. If a random variable “X” has the MGF, 𝑴𝑿 

of X. 

Solution: 

(𝒕) = 
  𝟐 

, find the variance 
𝟐−𝒕 

𝑡=0 

𝑡=0 

𝑡=0 
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Given 𝑀𝑋 

 

(𝑡) =  
2 

2−𝑡 
= 2(2 − 𝑡)−1 

 

𝑀𝑋
′(𝑡) = −2(2 − 𝑡)−2(−1) 

= 2(2 − 𝑡)−2 
 

𝑀 ′(𝑡 = 0) = 2(2 − 0)−2 
2 1

 
= = 

4 2 
 

𝑀𝑋′′(𝑡) = −4(2 − 𝑡)−3(−1) 

= 4(2 − 𝑡)−3 
 

𝑀 ′′(𝑡 = 0) = 4(2 − 0)−3 
4 1

 

𝑋 = 
8 

= 
2

 

𝑉𝑎𝑟(𝑋) = 𝐸(𝑋2) − 𝐸[(𝑋)]2 
 

= 
1 

− 
1 

= 
1 

2 4 4 
 

2. Let X be a RV with PDF 𝒇(𝒙) = 𝒌𝒆−𝟐𝒙, 𝒙 ≥ 𝟎. Find (i) 𝒌, (ii) 𝐌𝐆𝐅, (iii) 

Mean and (iv) variance 

Sol: Given: 𝑓(𝑥) = 𝑘𝑒−2𝑥; 0 ≤ 𝑥 < ∞ 
 

i) To find 𝑘: 

 
∞ 

 

⇒ ∫ 
∞

𝑘𝑒−2𝑥𝑑𝑥 = 1𝑘 [ 

 
𝑒−2𝑥  ∞ 

] 

 
 

= 1 ⇒ 

 
𝑘 

(𝑒−∞ − 1) 
 

∫0   𝑓(𝑥)𝑑𝑥 = 1 0 

= 1 

−2 −2 
0 

𝑘 (0 − 1) = 1 ⇒ 
𝑘 

= 1 
−2 2 

𝑘 = 2 
 
 

 

(ii) 𝑀 (𝑡) = 𝐸[𝑒𝑡𝑥] 
∞ 

= ∫0 𝑒𝑡𝑥 𝑓(𝑥)𝑑𝑥 
 

∞ 

= 2∫0 𝑒𝑡𝑥𝑒 −2𝑥 
∞ 

𝑑𝑥 = 2∫0 𝑒𝑡𝑥−2𝑥 𝑑𝑥 

𝑋 
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∞ −(2−𝑡)𝑥 𝑒−(2−𝑡)𝑥   ∞ 
1 

 

 
𝑀𝔃 

= 2∫0   𝑒 

 
(𝑡) = 

2
 

2−𝑡 

𝑑𝑥 = 2 [ ] 
−(2−𝑡)  0 

= 2 (0 + ) 
2−𝑡 

 

(iii) To find Mean and Variance: 

 
𝑀𝑋(𝑡) = 

2 
𝑡 = (1 − 

𝑡 −1 
) 

𝑡 
= 1 + 

𝑡2 

+ 2 + ⋯ 

2 (1 − 2) 2 2 2 

Coefficient of 𝑡 = 
1 

Coefficient of 𝑡2 = 
1

 
2 22 

Mean 𝐸(𝑋) = 𝜇′ = 1! × coefficient of 𝑡 ⇒ 𝐸(𝑋) = 
1

 
1 2 

 
𝐸(𝑋2) = 2! × coefficient of 𝑡2 = 2 × 

1   
= 

1
 

22 2 

(iv) Variance = 𝐸(𝑋2) 

Var(𝑋) = 
1

 
4 

− [𝐸(𝑋)]2 = 
1 

− 
1 

2 4 
= 

2−1 

4 

 
 
 
 
 
 

 
−𝒙 

3. Let 𝑿 be a continuous RV with PDF 𝒇(𝒙) = 𝑨𝒆 𝟑 ; 𝒙 ≥ 𝟎. Find 

(i) 𝑨, (ii) MGF,(iii) Mean and (iv) variance 

−𝑥 

Sol: Given: 𝑓(𝑥) = 𝐴𝑒 3 ; 0 ≤ 𝑥 ≤ ∞ 

(i) To find 𝐴 : 
 

 
∞ ∞ 

∫0 𝑓(𝑥)𝑑𝑥 = 1 ⇒ ∫0 

 

−𝑥 

𝐴𝑒 3 𝑑𝑥 = 1𝐴 [ 

−𝑥  ∞ 

𝑒 3 

1] 

− 3 0
 

 

= 1 ⇒ −3𝐴(0 − 1) = 1 

 

3𝐴 = 1 ⇒ 𝐴 = 
1

 
3 

 
 

∴ 𝑓(𝑥) = 
1 −𝑥 

𝑒 3 ; 0 ≤ 𝑥 ≤ ∞ 
3 

 
 𝑡𝑥 ∞  𝑡𝑥 

1 ∞  𝑡𝑥 −𝑥 

(ii) 𝑀𝑋(𝑡) = 𝐸[𝑒 ] = ∫0   𝑒 𝑓(𝑥)𝑑𝑥 = 
3 

∫0   𝑒 𝑒 3 𝑑𝑥 
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( ) 

( ) 

1 1 ∞ 𝑡𝑥−
𝑥

 
 

1 ∞   −    −𝑡  𝑥 
 

1   𝑒 
1 ∞ 

−( −𝑡)𝑥 3 

= 
3 

∫0   𝑒 3 𝑑𝑥 = 
3 

∫0   𝑒 3 𝑑𝑥 = [ 
3 

1 ] 
−  

3
−𝑡 

0
 

 
 

1 
= [0 + 1 

3 
3 

1 ]  = 
−𝑡 

1 1 
 

 

3 1−3𝑡 

3 

 

= (1 − 3𝑡)−1 

(iii) To find mean and variance: 

𝑀𝑋(𝑡) = (1 − 3𝑡)−1 

= 1 + 3𝑡 + 9𝑡2 + 27𝑡3 + ⋯ 

coefficient of 𝑡 = 3 coefficient of 𝑡2 = 9 

E(X)=1! X coefficient of t in 𝑀𝑋(𝑡) = 1 X 3 

Mean = 3 

E(X)=2! X coefficient of t2 in 𝑀𝑋(𝑡) 

 
= 2X9 =18 

 
(iv)Variance = E(X2) – [E(X)]2 = 18-9 

Var (X) =9 

4. Let 𝑿 be a continuous RV with PDF 𝒇(𝒙) 

𝒙 ; 𝟎 < 𝒙 < 𝟏 
= {𝟐 − 𝒙 ; 𝟏 < 𝒙 < 𝟐 . Find (i) MGF, (ii) Mean and variance. 

𝟎 ; elsewhere 

Sol: Since 𝑋 is defined in the region 0 < 𝑥 < 2, 𝑋 is a continuous RV. 

 

𝑀𝑋 (𝑡)  = 𝐸[𝑒𝑡𝑋] 
2 

= ∫0 𝑒 
𝑡𝑥 𝑓(𝑥)𝑑𝑥 

 
1 

= ∫0 𝑒 
𝑡𝑥 

2 

𝑥𝑑𝑥 + ∫1 𝑒 
𝑡𝑥 

1 

(2 − 𝑥)𝑑𝑥 = ∫0 𝑥𝑒 
𝑡𝑥 

2 

𝑑𝑥 + ∫1 (2 − 𝑥)𝑒 𝑡𝑥 𝑑𝑥 
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𝑟 

1 

1 

𝑒𝑡𝑥 𝑒𝑡𝑥 1 𝑒𝑡𝑥 𝑒𝑡𝑥   2 

= [𝑥 ( 
𝑡  

) − 1 ( 
𝑡2 )] + [(2 − 𝑥) 

𝑡    
− (−1) 

𝑡2 ] 

 
𝑒𝑡 𝑒𝑡 −1 𝑒2𝑡 𝑒𝑡 𝑒𝑡 

= [1 ( 
𝑡 

) − 1 (
𝑡2) − ( 

𝑡2 )] + [0 + 
𝑡2  − 

𝑡  
− 

𝑡2] 

 

𝑒𝑡 𝑒𝑡 1 𝑒2𝑡 𝑒𝑡 𝑒𝑡 1 2𝑒𝑡 𝑒2𝑡 

= [ 
𝑡  

− 
𝑡2 + 

𝑡2 + 
𝑡2  − 

𝑡  
− 

𝑡2] = 
𝑡2 − 

𝑡2   + 
 

 

𝑡2 

 

 

𝑀𝑋(𝑡) = 
1 − 2𝑒𝑡 + 𝑒2𝑡 

 
 

𝑡2 

To find Mean and Variance: 

1 𝑡 𝑡2 𝑡3 𝑡4 

𝑀𝑋(𝑡) = 
𝑡2 [1 − 2 (1 + 

1! 
+ 

2! 
+ 

3! 
+ 

4! 
+ ⋯ ) 

 

 

+ (1 + 
2𝑡 

 
 

1! 

22𝑡2 

+ 
2! 

23𝑡3 

+ 
3! 

24𝑡4 

+ 
4! 

 

+ ⋯ )] 

𝜇′ = 𝑟! × coefficient of 𝑡𝑟 

Coefficient of 𝑡 = − 
2 

+ 
23 

= 
−2 

+ 
8 

= 1 
3! 31 6 6 

 

Coefficient of 𝑡2 = − 
2 

+ 
24 

= 
14 

= 
7

 
4! 4! 24 12 

𝜇′ = 1! × coefficient of 𝑡 

𝜇′ = 1 
 

Mean = 1 

𝜇′ = 2! × coefficient of 𝑡2; 𝜇′ = 2 × 
7 

= 
7

 
2 2 

Variance = 𝜇′ − (𝜇′ )2 
7

 

  

12 6 

2 
 

 
Var(X) = 1 

6 

= − 1 
6 

 

5. Let 𝑿 be a continuous random variable with PDF 𝒇(𝒙) 
𝟏
 

𝟐𝒂 
; −𝒂 < 𝒙 < 𝒂. 

Then find the M.G.F of 𝑿. 

0 1 

1 
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−𝑎 

Sol: 𝑋 is a continuous random variable defined in −𝑎 < 𝑥 < 𝑎. 

 
𝑀𝑥(𝑡) = 𝐸[𝑒𝑡𝑥] 

= ∫ 
𝑎 

𝑒𝑡𝑥𝑓(𝑥)𝑑𝑥 
 

= ∫ 
𝑎  

𝑒𝑡𝑥 
1

 𝑑𝑥 
−𝑎 2𝑎 

 

= 
1 

2𝑎 

𝑒𝑡𝑥   𝑎 
( ) 

𝑡 
𝑒𝑥 

 

− 𝑒 
 
−𝑥 

 

= 2sin ℎ𝑥 

 

= 
1 

2𝑎 

𝑒𝑡𝑎−𝑒−𝑡𝑎 

( ) 
𝑡 

 

= 
1 

2𝑎 

2sinh 𝑎𝑡 

𝑡 

 

𝑀𝑋 (𝑡)= 
sinh 𝑎𝑡 

𝑎𝑡 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Discrete Distributions: 

 

(i) Binomial Distribution 
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(ii) Poisson Distribution 

(iii) Geometric Distribution 

Continuous Distributions: 

 

(i) Exponential Distribution 

(ii) Uniform Distribution 

(iii) Normal Distribution 

 
 

1.5 Binomial Distribution 

 
Let us consider “n” independent trails. If the successes (S) and 

failures (F) are recorded successively as the trials are repeated we get a result of 

the type 

S S F F S . . . F S 

 
Let “𝑥” be the number of success and hence we have (𝑛 – 𝑥) number of failures. 

 
𝑃(𝑆 𝑆 𝐹 𝐹 𝑆 . . . 𝐹 𝑆) = 𝑃(𝑆) 𝑃(𝑆) 𝑃(𝐹) 𝑃(𝐹) 𝑃(𝑆) . . . 𝑃(𝐹) 𝑃(𝑆) 

 
= 𝑝 𝑝 𝑞 𝑞 𝑝 . . . 𝑞 𝑝 

 
= 𝑝 𝑝 . . . 𝑝 × 𝑞 𝑞 𝑞 . . . 𝑞 

 
= 𝑥 factor × (𝑛 − 𝑥) factors 

 
= 𝑝𝑥 ∙ 𝑞𝑛−𝑥 

 
But “𝑥” success in “𝑛” trials can occur in 𝑛𝐶𝑥 ways. 

 
Therefore the probability of “𝑥” successes in “𝑛” trials is given by 
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𝑥=0 

𝑥=0 

(i) Mean(µ) = 𝑛𝑝 

(ii) Variance(σ2) = 𝑛𝑝𝑞 

The variance of a Binomial Variable is always less than its mean. 

 

∴ 𝑛𝑝𝑞 < 𝑛𝑝. 

𝑃(𝑋 = 𝑥 𝑠𝑢𝑐𝑐𝑒𝑠𝑠𝑒𝑠) = 𝑛𝐶𝑥𝑝𝑥𝑞𝑛−𝑥, 𝑥 = 0, 1, 2, . . . , 𝑛 

 
Where 𝑝 + 𝑞 = 1 

 
Assumptions in Binomial Distribution: 

 
(i) There are only two possible outcomes for each trial (success or 

failure) 

(ii) The probability of a success is the same for each trail. 

 

(iii) There are “n” trials where “n” is constant. 

 

(iv) The “n” trails are independent. 

 

Mean and variance of a Binomial Distribution: 
 

 

Find the moment generating function of binomial distribution and hence 

find the mean and variance. 

Sol: Binomial distribution is 𝑝(𝑥) = 𝑛𝐶𝑥𝑝𝑥𝑞𝑛−𝑥, 𝑥 = 0,1,2, … … , 𝑛 

To find Mean and Variance: 

 

𝑀𝑋(𝑡)  = 𝐸(𝑒𝑡𝑋) = ∑𝑛 𝑒𝑡𝑥𝑃(𝑥) 

 
= ∑𝑛 𝑒𝑡𝑥𝑛𝐶𝑥𝑝𝑥𝑞𝑛−𝑥 
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= ∑𝑛 𝑛𝐶𝑥(𝑝𝑒𝑡)𝑥𝑞𝑛−𝑥 ∵ ∑𝑛 𝑛𝐶𝑥𝑎𝑥𝑏𝑛−𝑥 = (𝑎 + 𝑏)𝑛 
𝑥=0 𝑥=0 

 
 

𝑀𝑋(𝑡) = (𝑝𝑒𝑡 + 𝑞)𝑛 
 

 𝑑 
Mean 𝐸(𝑋) = [ 

𝑑𝑡 

 

[𝑀∗(𝑡)]] 

𝑡=0 

𝑑 
= [ 

𝑑𝑡 

 

[(𝑝𝑒𝑡 + 𝑞)𝑛]] 

𝑡=0 
 
 

= [𝑛(𝑝𝑒𝑡 + 𝑞)𝑛−1(𝑝𝑒𝑡 + 0)]𝑡=0 

 
= 𝑛𝑝[𝑝 + 𝑞]𝑛−1 

 

𝐸(𝑋) = 𝑛𝑝 
 

 

𝐸(𝑋2) = [ 
𝑑2

 

𝑑𝑡2 
[𝑀𝑋 (𝑡)]] 

𝑡=0 

 

= [ 
𝑑   

[𝑛(𝑝𝑒𝑡 + 𝑞)𝑛−1(𝑝𝑒𝑡)]] 
𝑑𝑡 

 
 
𝑡=0 

= 𝑛𝑝 [ 
𝑑 

𝑑𝑡 
[(𝑝𝑒𝑡 + 𝑞 )(𝑛−1)𝑒𝑡]]  

 
𝑡=0 

 
 

= 𝑛𝑝[(𝑝𝑒𝑡 + 𝑞)𝑛−1𝑒𝑡 + 𝑒𝑡(𝑛 − 1)(𝑝𝑒𝑡 + 𝑞)𝑛−2𝑝𝑒𝑡]𝑡=0 

 
= 𝑛𝑝[(𝑝 + 𝑞)𝑛−1 + (𝑛 − 1)(𝑝 + 𝑞)𝑛−2𝑝] 

 

= 𝑛𝑝[1 + (𝑛 − 1)𝑝] = 𝑛𝑝[1 + 𝑛𝑝 − 𝑝] 
 

= 𝑛𝑝[1 − 𝑝 + 𝑛𝑝] = 𝑛𝑝[𝑞 + 𝑛𝑝] = 𝑛𝑝𝑞 + 𝑛2𝑝2 

 

𝐸(𝑋2) = (𝑛𝑝)2 + 𝑛𝑝𝑞 

 
Variance = 𝐸(𝑋2) − [𝐸(𝑋)]2 

 

= (𝑛𝑝)2 + 𝑛𝑝𝑞 − (𝑛𝑝)2 = 𝑛2𝑝2 − 𝑛2𝑝2 + 𝑛𝑝𝑞 
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2 
+ 

Variance= 𝑛pq 
 

Problems based on Binomial Distribution: 
 

Mean = np 
 

Variance = npq 
 

1. Criticize the following statements “ The mean of a binomial distribution 
 

is 5 and the standard deviation is 3” 
 

Solution: 
 

Given mean = np = 5 . . . (1) 
 

Standard deviation = √𝑛𝑝𝑞 = 3 
 

⇒ Variance = npq = 9 . . . (2) 
 

(2) 
⇒ 

(1) 

𝑛𝑝𝑞 

𝑛𝑝 

9 
= = 1.8 > 1 

5 
 

Which is impossible. Hence, the given statement is wrong. 
 

( 𝒕 𝟒 

2. If 𝑴𝑿 (𝒕) =
 𝟐𝒆 +𝟏) 

, then find Mean and Variance. 
𝟖𝟏 

 

Solution: 
 

Given 𝑀𝑋(𝑡) = 
(2𝑒𝑡+1)

4
 

81 

 

⇒ 𝑀𝑋 (𝑡) = (  𝑒𝑡 
1

 
3 3 

 

Comparing with MGF of Binomial Distribution, 𝑀𝑋(𝑡) = (𝑝𝑒𝑡 + 𝑞)𝑛, we get 

𝑝 = 
2 

and = 
1 

, n = 4 
3 

 

(i) Mean = 

3 
 

𝑛𝑝 = 4 × 
2 

= 
8

 
3 3 

4 

) 
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(ii) Variance = 𝑛𝑝𝑞 = 
8 

× 
1 

= 
8

 
3 3 9 

 

3. Six dice are thrown 729 times. How many times do you expect atleast 3 
 

dice to show a five or six. 
 

Solution: 
 

Given n = 6 and N = 729 

Probability of getting (5 or 6) 

and 𝑞 = 1 − 
1 

= 
2

 

 

𝑝 = 
2 

= 
1

 
6 3 

3 3 
 

𝑃(𝑋 = 𝑥 ) = 𝑛𝐶𝑥𝑝𝑥𝑞𝑛−𝑥, 𝑥 = 0, 1, 2, . . . , 𝑛 
 

1   𝑥 2 6−𝑥 
= 6𝐶𝑥 ( )  ( ) , 𝑥 = 0, 1, 2, . . . , 6 

3 3 
 

P(atleast 3 dice to show a five or six) = 𝑃(𝑋 ≥ 3) = 1 − 𝑃(𝑋 < 3) 
 

= 1 − [𝑃(𝑋 = 0) + 𝑃(𝑋 = 1) + 𝑃(𝑋 = 2)] 
 

1  0   2 6−0 1  1   2  6−1 1  2    2  6−2 
= 1 − [6𝐶0 ( )  ( ) + 6𝐶1 ( )  ( ) + 6𝐶2 ( )  ( ) ] 

3 3 3 3 3 3 

 

= 1 − [0.0877 + 0.2634 + 0.3292] 
 

= 1 − 0.6803 
 

= 0.3197 
 

Number of times expecting atleast 3 dice to show 5 or 6 = 729 × 0.3197 
 

= 233 times 
 

4. A machine manufacturing screw is known to produce 5% defective. In a 
 

random sample of 15 screws, what is the probability that there are (i) 

exactly 3 defectives (ii) not more than 3 defectives. 
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Solution: 
 

Given n = 15 
 

𝑝 = 5% = 0.05 
 

𝑞 = 1 − 𝑝 = 1 − 0.05 = 0.95 
 

𝑃(𝑋 = 𝑥 ) = 𝑛𝐶𝑥𝑝𝑥𝑞𝑛−𝑥, 𝑥 = 0, 1, 2, . . . , 𝑛 

= 15𝐶𝑥(0.05)𝑥(0.95)15−𝑥, 𝑥 = 0, 1, 2, . . . , 15 

(i) P(exactly 3 defectives) = 𝑃(𝑋 = 3) 
 

= 15𝐶3(0.05)3(0.95)15−3 

= 0.056(0.95)12 
 

= 0.0307 
 

(ii) P(no More than 3 defectives) = 𝑃(𝑋 ≤ 3) 
 

= 𝑃(𝑋 = 0) + 𝑃(𝑋 = 1) + 𝑃(𝑋 = 2) + 𝑃(𝑋 = 3) 
 

= 15𝐶0(0.05)0(0.95)15−0 + 15𝐶1(0.05)1(0.95)15−1 

+ 15𝐶3(0.05)2(0.95)15−2 

+15𝐶3(0.05)3(0.95)15−3 

= 15𝐶0(0.05)0(0.95)15 + 15𝐶1(0.05)1(0.95)14 + 15𝐶3(0.05)2(0.95)13 

+15𝐶3(0.05)3(0.95)12 
 

= 0.4633 + 0.3658 + 0.1348 + 0.0307 
 

= 0.9946 
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𝑥=0 

1.6 Poisson Distribution 

 

Poisson Distribution is a limiting case of Binomial Distribution 

under the following assumptions. 

(i) The number of trails “n” should be independently large. i.e., 𝑛 → ∞ 
 

(ii) The probability of successes “p” for each trail is indefinitely small. 

 

(iii) 𝑛𝑝 = 𝜆 should be finite where 𝜆 is a constant. 

 

Application of Poisson Distribution: 
 

  Determining the number of calls received per minute at a call Centre or the 
 

number of unbaked cookies in a batch at a bakery, and much more. 

 
Find the MGF for Poisson distribution and hence find the mean and 

variance. 

 

Sol: Poisson distribution is 𝑝(𝑥) = 
𝑒−𝜆𝜆𝑥

 

𝑥! 
𝑥 = 0,1,2, … …, 

 
 

𝑀𝑋(𝑡) = 𝐸[𝑒𝑡𝑥] 

 
= ∑∞ 𝑒𝑡𝑥𝑝(𝑥) 

 
= ∑∞ 𝑒−𝑥𝑒−𝜆 𝜆

𝑥  

= ∑∞ (𝑒𝑡) 
𝑥=0 

 

𝑥! 𝑥=0 0 

 
 

= 𝑒−𝜆 [1 + 
𝜆𝑒𝑡 

 
 

1! 

(𝜆𝑒𝑡)
2

 

+ 
2! 

(𝜆𝑒𝑡)
3

 

+ 
3! 

 

+ ⋯ ] 

 

 

= 𝑒−𝜆𝑒𝜆𝑒
𝑡   

= 𝑒−𝜆+𝜆𝜖
𝑡    

∵ 1 + 
𝑥 

+ 
𝑥2 

+ ⋯ = 𝑒𝑥 
1! 2! 
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𝑀𝑋 (𝑡) = 𝑒𝜆(𝑒𝑡−1) 

 
 

To find the mean and variance : 

 

𝑑 
Mean 𝐸(𝑋) = [ 

𝑑𝑡 
[𝑀𝑋(𝑡)]] 

𝑡=0 

 

= [ 
𝑑

 
𝑑𝑡 

[𝑒 𝜆(𝑒𝑡−1) ]] 
𝑡=0 

= [𝑒 𝜆(𝑒𝑡−1) 𝜆(𝑒 𝑡)] 
 

𝑡=0 
= 𝑒 𝜆(𝑒0−1) 𝜆𝑒0 = 𝑒 0𝜆 

 
 

Mean = 𝜆 
 

 

 
𝐸(𝑋2) = [ 𝑑

2  
[𝑀𝑋(𝑡)]] 𝑑2 

= [ [𝑒𝜆(𝑒𝑡−1)]] = [ 
𝑑  

[𝑒𝜆(𝑒
𝑡−1)𝜆𝑒𝑡]] 

𝑑𝑡2  
𝑡=0 

𝑑𝑡2  
𝑡=0 

𝑑𝑡  
𝑡=0 

 

= 𝜆 [ 
𝑑 

𝑑𝑡 
[𝑒 𝜆(𝑒𝑡−1)+𝑡 ]] 

𝑡=0 
 
 

= 𝜆[𝑒𝜆(𝑒
𝑡−1)+𝑡(𝜆𝑒𝑡 + 1)] 

𝑡=0 
 

 

= 𝜆[𝑒0(𝜆 + 1)] 

 

= 𝜆(𝜆 + 1) 
 

𝐸(𝑋2) = 𝜆2 + 𝜆 

 
Variance = 𝐸(𝑋2) − [𝐸(𝑋)]2 

 

= 𝜆2 + 𝜆 − 𝜆2 

 

Variance = 𝜆 
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𝑃(𝑥) = 
𝑒−𝜆𝜆𝑥 

𝑥! 
; 𝑥 = 0, 1, 2, . . . , ∞ 

 
 
 

Problems based on Poisson Distribution: 
 

1. Write down the probability mass function of the Poisson distribution which 
 

is approximately equivalent to B(100, 0.02) 
 

Solution: 
 

Given 𝑛 = 1000, 𝑝 = 0.02 
 
 

𝜆 = 𝑛𝑝 = 100 × 0.02 = 2 
 

The probability mass function of the Poisson distribution 
 

 

 

  = 
𝑒−22𝑥 

; 𝑥 = 0, 1, 2, . . . , ∞ 
𝑥! 

 

2. One percent of jobs arriving at a computer system need to wait until 
 

weekends for scheduling, owing to core – size limitations. Find the probability 
 

that among a sample of 200 jobs there are no jobs hat have to wait until 
 

weekends. 
 

Solution: 
 

Given 𝑛 = 200, p = 0.01 
 
 

𝜆 = 𝑛𝑝 = 200 × 0.01 = 2 
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𝑃(𝑥) = 
𝑒

 
−𝜆  𝑥 𝜆 

𝑥! 
; 𝑥 = 0, 1, 2, . . . , ∞ 

𝑃(𝑋 = 0) = 
𝑒−220 

0! 
= 𝑒−2 = 0.1353 

𝑃(𝑥) = 
𝑒

 
−𝜆  𝑥 𝜆 

𝑥! 
; 𝑥 = 0, 1, 2, . . . , ∞ 

= 1 − [ 
𝑒−110 

+ 
𝑒−111 

+ 
𝑒−112 

+ 
𝑒−113

]
 

0! 1! 2! 3! 

= 1 − 𝑒−1 [1 + 1 + 
1 

+ 
1

 
2 6 

] 

The Poisson distribution is 
 

 

 

P( no jobs to wait until weekends) = 𝑃(𝑋 = 0) 
 
 

 

3. The proofs of a 500 pages book containing 500 misprints. Find the 
 

probability that there are atleast 4 misprints in a randomly chosen page. 
 

Solution: 
 

Given 𝑛 = 500 
 

p = P( getting a misprint in a given page) = 
1

 
500 

 

 𝜆 = 𝑛𝑝 = 500 × 
1 

= 1 
500 

 

The Poisson distribution is 
 

 

 

 𝑃(𝑋 ≥ 4) = 1 − 𝑃(𝑋 < 4) 
 
 

  = 1 − [𝑃(𝑋 = 0) + 𝑃(𝑋 = 1)] + 𝑃(𝑋 = 2) + 𝑃(𝑋 = 3) 
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= 1 − 0.3679[2.666] 
 

  = 1 − 0.9809 
 

  = 0.0192 

 
1.7 Geometric Distribution 

 
A Discrete random variable “X” is said to follow Geometric 

distribution, if it assumes only non – negative value4s and its probability mass 

function is given by 𝑃(𝑋 = 𝑥) = 𝑝(𝑥) = 𝑞𝑥−1𝑝, 𝑥 = 1, 2, . . . , 0 < 𝑝 ≤ 1 where 

𝑞 = 1 − 𝑝. 

 
Why 𝑷(𝑿 = 𝒙) = 𝒑(𝒙) = 𝒒𝒙−𝟏𝒑 is called Geometric Distribution. 

Solution: 

Putting x = 1, 2, 3, . . in 𝑃(𝑋 = 𝑥) = 𝑝(𝑥) = 𝑞𝑥−1𝑝 

 
We get 𝑞0𝑝, 𝑞𝑝, 𝑞2𝑝, 𝑞3𝑝, . .. which are the various terms of Geometric 

progression. Hence it is known as Geometric distribution. 

State another form of Geometric distribution. 

Solution: 

The another form of Geometric distribution is 

 
𝑃(𝑋 = 𝑥) = 𝑝(𝑥) = 𝑞𝑥𝑝, 𝑥 = 0, 1, 2, … 0 < 𝑝 ≤ 1 where 𝑞 = 1 − 𝑝 
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𝑡=0 

Find the MGF of geometric distribution and hence find Mean and 

variance. 

Sol: Geometric distribution is 𝑝(𝑥) = 𝑞𝑥−1𝑝; 𝑥 = 1,2, … … , ∞ 

 

𝑀𝑋(𝑡)  = 𝐸[𝑒𝑡𝑥] = ∑∞ 𝑒𝑡𝑥𝑝(𝑥) = ∑∞ 𝑒𝑡𝑥𝑝𝑞𝑥−1 
𝑥=1 𝑥=1 

 
 

= 𝑝𝑞−1∑∞ 𝑒𝑡𝑥𝑞𝑥 = 𝑝𝑞−1∑∞ (𝑞𝑒𝑡)𝑥 
𝑥=1 𝑥=1 

 
 

= 𝑝𝑞−1[𝑞𝑒𝑡 + (𝑞𝑒𝑡)2 + (𝑞𝑒𝑡)3 + ⋯ ] 

 
= 𝑝𝑞−1𝑞𝑒𝑡[1 + 𝑞𝑒𝑡 + (𝑞𝑒𝑡)2 + ⋯ ] 

 
= 𝑝𝑒𝑡[1 − 𝑞𝑒𝑡]−1 

 
 

𝑀𝑋 (𝑡)  = 
𝑝𝑒𝑡

 

1−𝑞𝑒𝑡 

 
 

To find the mean value of : 
 

𝑑 
Mean 𝐸(𝑋) = [ 

𝑑𝑡 

 

[𝑀𝑋(𝑡)]] 

𝑡=0 

𝑑 
= [ ( 

𝑑𝑡 

𝑝𝑒𝑡 

1 − 𝑞𝑒 𝑡)] 
𝑡=0 

 

(1−𝑞𝑒𝑡)𝑝𝑒𝑡−𝑝𝑒𝑡(0−𝑞𝑒𝑡) 𝑝𝑒𝑡−𝑝𝑞𝑒2𝑡+𝑝𝑞𝑒2𝑡 

= [ 
(1−𝑞𝑒𝑡)2 ] = [ 

(1−𝑞𝑒𝑡)2 ] 
 

= [ 
𝑝𝑒𝑡 

(1−𝑞𝑒𝑡)2 
] 

𝑡=0 
… … … (1) 

 

= 
𝑝 

(1−𝑞)2 
= 

𝑝 

𝑝2 

𝑡=0 
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𝑡=0 

𝐸(𝑋) = 
1

 
𝑝 

 

To find variance of : 
 

 

 
𝐸(𝑋2)  = [ 𝑑

2  
[𝑀𝑋(𝑡)]] 𝑑2 

= [ ( 
𝑝𝑒𝑡 

)] 
𝑑𝑡2  

𝑡=0 
𝑑𝑡2 1 − 𝑞𝑒𝑡  

𝑡=0 

 
 

𝑑 𝑝𝑒𝑡 

= [
𝑑𝑡 

(
(1−𝑞𝑒𝑡)2)] From (1) 

 

 

(1−𝑞𝑒𝑡)
2

𝑝𝑒𝑡−𝑝𝑒𝑡2(1−𝑞𝑒𝑡)(−𝑞𝑒𝑡) 
= [ 

(1−𝑞𝑒𝑡)4 ] 

 

 
𝑡=0 

 
 

= (1 − 𝑞𝑒𝑡) (1−𝑞𝑒𝑡)𝑝𝑒𝑡+2𝑝𝑞𝑒2𝑡 

[ 
(1−𝑞𝑒𝑡)4 ] 

 

 
(1−𝑞𝑒𝑡)(𝑝𝑒𝑡)+2𝑝𝑞𝑒2𝑡) 𝑝[(1−𝑞)+2𝑞] 

= [ 
(1−𝑞𝑒𝑡)3 ] = ( 

(1−𝑞)3 ) 
 

 
𝑝+2𝑞 𝑝+𝑞+𝑞 (1+𝑞) 

= 𝑝 [ 
𝑝3  ] = 𝑝 [ 

−𝑝3   ] =  
 

𝑝2 

 
 

Variance = 𝐸(𝑋2) − [𝐸(𝑋)]2 

 

= 
1+𝑞 

− 
1 

𝑝2 𝑝2 

 

= 
1+𝑞−1 

= 
𝑞 

𝑝2 𝑝2 

 
 

Variance = 
𝑞

 
𝑝2 

 

 

Problems based on Geometric Distribution 

𝑡=0 

𝑡=0 

binils.com

binils - Anna University App on Play Store

                    Free PDF Study Materials
binils.com - Anna University, Polytechnic & Schools



 

MA8451-PROBABILITY AND RANDOM PROCESSES 

 

 

1. Suppose that a trainee soldier shoots a target in an independent fashion. 

 

If the probability that the target is shot in any one shot is 0.7 what is the (i) 

Probability that the target would hit on the 10th attempt?(ii) probability 

that it taken him less than 4 shots? (iii) Probability that it taken him an 

even number of shots? (iv) Average number of shots needed to hit the 

target. 

Solution: 

 
Given 𝑝 = 0.7 

 
𝑞 = 1 – 𝑝 = 1 − 0.7 = 0.3 

 
The Geometric distribution is 𝑃(𝑋 = 𝑥) = 𝑝(𝑥) = 𝑞𝑥−1𝑝; 𝑥 = 1, 2, 3, . .. 

 
(i) P(target would hit on the 10th attempt)= 𝑃[𝑥 = 10] 

 
= (0.3)10−1(0.7) 

 
= 0.0000138 

 
(ii) P( target would be hit less than 4 shots) = 𝑃(𝑋 < 4) 

 
= 𝑃(𝑋 = 1) + 𝑃(𝑋 = 2) + 𝑃(𝑋 = 3) 

 
= (0.3)1−1(0.7) + (0.3)2−1(0.7) + (0.3)3−1(0.7) 

 
= 0.9738 

 
(iii) P(he would take an even number of shots) 
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= 𝑃(𝑋 = 2) + 𝑃(𝑋 = 4) + 𝑃(𝑋 = 6)+ . .. 

 
= (0.3)2−1(0.7) + (0.3)4−1(0.7) + (0.3)6−1(0.7)+ . .. 

 
= (0.3)1(0.7) + (0.3)3(0.7) + (0.3)5(0.7)+. .. 

 
= (0.3)1(0.7)[1 + (0.3)2 + (0.3)4+. .. ] 

 
= (0.3)1(0.7)[1 − (0.3)2 ]−1 

 
= 0.21[0.91]−1 

 
= 0.2307 

 

(iv) Average number = 𝐸(𝑋) = 
1 

= 
1

 
 
= 1.4286 

𝑝 0.7 
 

2. Let one copy of a magazine out of 10 copies bears a special prize 

following geometric distribution. Determine its mean and variance. 

Solution: 
 

Given 𝑝 = 
1

 
10 

and 𝑞 = 1 − 
1 

=   
9

 
10 10 

 

Mean of Geometric distribution = 
1 

= 10 
𝑝 

 

Variance = 
𝑞

 
𝑝2 

= 
9 

× 102 = 90 
10 

 

3. If the probability is0.05 that a certain kind of measuring device will show 

excessive drift, what is the probability that the sixth of these measuring 

devices tested will be the first to show excessive drift? 
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Solution: 

 
Given 𝑝 = 0.05 and 𝑞 = 1 – 0.05 = 0.95, 𝑥 = 6 

 
The Geometric distribution is 𝑃(𝑋 = 𝑥) = 𝑝(𝑥) = 𝑞𝑥−1𝑝; 𝑥 = 1, 2, 3, . .. 

 
𝑃(𝑋 = 6) = 𝑝(6) = (0.95)6−1(0.05) 

 
= 0.0387 
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1.9 Exponential Distribution 

 
The definition of exponential distribution is the probability 

distribution of the time between the events in a Poisson Process. 

If you think about it, the amount of time until the event occurs means during the 

waiting period, not a single event has happened. 

This is, in other words Poisson (X = 0). 

 

 

 

 

 

 

 

 

 

 

 

 

Why did we have to invent Exponential Distribution? 
 
 

To predict the amount of waiting time until the next event (i.e., success, failure, 
 

arrival, etc.). 
 

For example, we want to predict the following: 
 

• The amount of time until the customer finishes browsing and actually 
 

purchases something in your store (success). 
 

 

• The amount of time until the hardware on AWS EC2 fails (failure). 

 

• The amount of time you need to wait until the bus arrives (arrival). 
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0 0 

0 

Relationship between a Poisson and an Exponential Distribution: 

 

If the number of events per unit time follows a Poisson distribution, then 

the amount of time between events follows the exponential distribution. 

Assuming that the time between events is not affected by the times between 

previous events (i.e., they are independent), then the number of events per unit 

time follows a Poisson distribution with the rate λ = 1/μ. 

 

Find the MGF of Exponential distribution and hence find Mean and 

 

variance. 

 

Sol. Let 𝑋 follows the exponential distribution. 

By definition, 𝑓(𝑥) = 𝜆𝑒−𝜆𝑥; 𝑥 ≥ 0 

𝑀𝑋 (𝑡)  = 𝐸[𝑒𝑡𝑋] = ∫
∞

 𝑒𝑡𝑥𝑓(𝑥)𝑑𝑥 = ∫
∞

 𝑒𝑡𝑥𝜆𝑒−𝜆𝑥𝑑𝑥 

 

 

= 𝜆 ∫
∞   

𝑒 −(𝜆−𝑡)𝑥 𝑑𝑥 = 𝜆 [
𝑒−(𝜆−𝑡)𝑥

]
 

−(𝜆−𝑡)   0 

 
 

= 
−𝜆 

[𝑒−∞ − 𝑒0] = 
−𝜆 

[0 − 1] 
𝜆−𝑡 𝜆−𝑡 

 
 

= 
𝜆 

𝜆−𝑡 

Who else has Memoryless property? 

 

The exponential distribution is the only continuous distribution 

that is memoryless (or with a constant failure rate). Geometric distribution, its 

discrete counterpart, is the only discrete distribution that is memory less. 

∞ 
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𝜆 

Problems based on Exponential Distribution: 

 

1. The time in hours required to repair a machine is exponentially 

distributed with parameter 𝝀 = 
𝟏 

(i) What is the probability that the 
𝟐 

required time exceeds 2 hours. (ii) What is the conditional probability that 

 

the repair takes at least 11 hours given that its duration exceeds 8 hours. 

To find the mean and variance: 
 

 
𝑀 (𝑡) = 

𝜆 
= (1 − 

𝑡
 

𝑋 𝑡 ) 
𝜆(1− ) 

𝜆 

 
 

𝑡 𝑡2 

= 1 + 
𝜆 

+ 
𝜆2 + ⋯ 

 
Coefficient of 𝑡 = 

1 
; Coefficient of 𝑡2 = 

1
 

𝜆 𝜆2 

 
 

𝐸(𝑋) = 1! × coefficient of 𝑡 = 
1

 
𝜆 

 
 

𝐸(𝑋2) = 2! × 
1

 
𝜆2 

= 
2 

𝜆2 

 

 

Variance = 𝐸(𝑋2) − [𝐸(𝑋)]2 
 

 

= 
2 1 

𝜆2 − [
𝜆
] 

 
 

Variance = 
1

 
𝜆2 

 

 

Solution: 

−1 
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2 

2 

3 

3 

− 

Given X is exponentially distributed with parameter 𝜆 = 
1

 
2 

 

The exponential distribution is given by 𝑓(𝑥) = 𝜆𝑒−𝜆𝑥; 𝑥 ≥ 0 
 

 

𝑓(𝑥) = 
1 𝑥 

𝑒−2; 𝑥 ≥ 0 
2 

 

(i) P(repair time exceeds 2 hours) = 𝑃(𝑋 > 2) 
 

= ∫
∞ 

𝑓(𝑥)𝑑𝑥 
 

1 ∞ 𝑥
 

= ∫ 𝑒−2𝑑𝑥 
2 

 

𝑥  ∞ 
− 

= 
1 

[ 
𝑒 2 

] 
2 −1 

2 2 
 

𝑥  ∞ 

= − [𝑒−2] 
2 

 

= −[0 − 𝑒−1] 
 

= 𝑒−1 

 

(ii) P( time required atleast 11 hours / exceeds 8 hours)= 𝑃(𝑋 ≥ 11/𝑋 > 8) 
 

= 𝑃(𝑋 > 3) 
 

= ∫
∞ 

𝑓(𝑥)𝑑𝑥 
 

1 ∞ 𝑥
 

= ∫ 𝑒−2𝑑𝑥 
2 

 

𝑥   ∞ 
1   𝑒

−
2 

= [ −1 ] 
2 

2 3 
 

𝑥 ∞ 

= − [𝑒−2] 
3 

 

3 

= − [0 − 𝑒 2] 
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8 

2 

− 

4 

4 

3 

= 𝑒− 
 

2. The length of time a person speaks over phone follows exponential 
 

distribution with mean 6 minutes. What is the probability that the person 
 

will talk for (i) more than 8 minutes (ii) between 4 and 8 minutes. 
 

Solution: 
 

Given X is exponentially distributed with parameter 𝜆 = 
1

 
6 

 

The exponential distribution is given by 𝑓(𝑥) = 𝜆𝑒−𝜆𝑥; 𝑥 ≥ 0 
 

 

 
(i) )𝑃(𝑋 > 8) = ∫

∞ 
𝑓(𝑥)𝑑𝑥 

𝑓(𝑥) = 
𝑥 

𝑒−6; 𝑥 ≥ 0 
6 

 
1 ∞ 𝑥

 

= ∫ 𝑒−6𝑑𝑥 
6 

 

𝑥  ∞ 
1   𝑒

−
6 

= [ −1 ] 
6 

6 8 
 

𝑥 ∞ 

= − [𝑒−6] 
8 

 

8 

= − [0 − 𝑒 6] 
 

8 

= 𝑒− 
 

(ii) P(between 4 and 8 minutes) = 𝑃(4 < 𝑋 < 8) 
 

= ∫
8 

𝑓(𝑥)𝑑𝑥 
 

1 8 𝑥
 

= ∫ 𝑒−6𝑑𝑥 
6 

2 

1 

6 
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= 
1 

6 
[ −1 ] 

6 

𝑒
−6 

𝑥   8 
 
 

4 

= − [𝑒− − 𝑒− ] = 0.25 
8 4 

6 6 
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1.10 Normal Distribution 

 

The Normal Probability Distribution is very common in the field of 

statistics. Whenever you measure things like people's height, weight, salary, 

opinions or votes, the graph of the results is very often a normal curve. 

 

 

 

 
Properties of a Normal Distribution: 

 

(i) The normal curve is symmetrical about the mean 

(ii) The mean is at the middle and divides the area into halves. 

(iii) The total area under the curve is equal to 1. 

(iv) It is completely determined by its mean and standard deviation 𝜎 (or 

variance 𝜎2). 

Note: 
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𝑎 

In Normal distribution only two parameters are needed, namely 𝜇 and 𝜎2 
 
Area under the Normal Curve using Integration: 

 

The Probability of a continuous normal variable X found in a 

particular interval [𝑎, 𝑏] is the area under the curve bounded by 𝑥 = 𝑎 and 𝑥 = 𝑏 

is given by 𝑃(𝑎 < 𝑋 < 𝑏) = ∫
𝑏 

𝑓(𝑋)𝑑𝑥 
 

and the area depends upon the values 𝜇 and 𝜎. 

 

The standard Normal Distribution: 

 

We standardize our normal curve, with a mean of zero and a standard 

deviation of 1 unit. 

If we have the standardized situation of 𝜇 = 0 and 𝜎 = 1 then we have 
 

1 
𝑓(𝑥) = 

√2𝜋 
𝑒−𝑥2⁄2 
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−∞ 

We can transform all the observations of any normal random variable X with mean 

𝜇 and variance 𝜎 to a new set of observations of another normal random variable Z 

with mean 0 and variance 1 using the following transformation: 

 
𝑍 = 

𝑋 − 𝜇 
 

 

𝜎 
 

The two graphs have different 𝜇 and 𝜎, but have the same area. 

 

The new distribution of the normal random variable z with mean 0 and variance 1 

(or standard deviation 1) is called a Standard normal distribution. 

Formula for the Standardized normal Distribution 

 

If we have mean 𝜇 and standard deviation 𝜎 , then 
 

 

𝑍 = 
𝑋 − 𝜇 

 
 

𝜎 
 
 

 

Find the moment generating function of Normal distribution 

 
Sol: We first find the M.G.F of the standard normal distribution and hence find 

mean and variance. 

 

𝜙(𝑧) = 
1
 

 𝑒 
√2𝜋 

−𝑧2 

2     ; −∞ < 𝑧 < ∞ 

 

where 𝑧 = 
𝑥−𝜇

 
𝜎 

 

𝑀𝑧(𝑡) = 𝐸[𝑒𝑡𝑧] 

= ∫ 
∞ 

𝑒𝑡𝑧𝜙(𝑧)𝑑𝑧 
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−∞ 

+ 

−∞ −∞ 

−∞ 

−∞ 

∞ 1 𝑧2
 

= ∫−∞ 𝑒𝑡𝑧 𝑒 2 𝑑𝑧 
√2𝜋 

 

1 ∞ 𝑧2
 

1 ∞ (
2𝑡𝑧−𝑧2

)
 

=   ∫ 𝑒𝑡𝑧𝑒− 2 𝑑𝑧 =   ∫ 𝑒 2 𝑑𝑧 
√2𝜋 −∞ √2𝜋 −∞ 

 

1 ∞ −(
𝑧2−2𝑡𝑧

)
 

=   ∫ 𝑒 
√2𝜋 

2 𝑑𝑧 

 

1 ∞ −(
(𝑧−𝑡)2−𝑡2

) 1 ∞ −(
(𝑧−𝑡)2

) 
𝑡2 

=   ∫ 𝑒 
√2𝜋 

2 𝑑𝑧 =   ∫ 𝑒 2 

√2𝜋 
2 𝑑𝑧 

 

1 ∞ −(
(𝑧−𝑡)2

)
 𝑡2 

=   ∫ 𝑒 
√2𝜋 

𝑡2 

2 
 

 
𝑧−𝑡  2 

𝑒 2 𝑑𝑧  

 
𝑡2 

 

= 
𝑒 2 

√2𝜋 

∞ −( ) 
∫−∞𝑒 √2 𝑑𝑧 = 

𝑒 2
 

√2𝜋 
∫ 

∞   
𝑒−𝑣

2 
√2𝑑𝑣 

 

𝑡2 
 

𝑒 2 ∞ 
∫ 

𝑡2 
 

𝑒−𝑣
2 
𝑑𝑣 = 

𝑒 2
 

 
 

√𝜋 
√𝜋   −∞ √𝜋 

 

𝑡2 

𝑀𝑧(𝑡) = 𝑒 2 … … … (1) 
 

𝑀𝑋(𝑡) = 𝑀𝜇+𝜎𝑧(𝑡); ∑𝑧 = 

 
= 𝑒𝜇𝑡𝑀𝑧(𝜎𝑡) 

𝑋 − 𝜇 
, 𝑋 = 𝜇 + 𝜎𝑧 

𝜎 

 

= 𝑒𝜇𝑡 ⋅ 𝑒 
𝜎2𝑡2 

2 From (1) 
 

= 𝑒𝜇𝑡+ 
𝜎2𝑡2 

2 

 

To find mean and variance: 

𝜇𝑡+
𝜎2𝑡2

 

𝑀𝑋(𝑡) = 𝑒 2 
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𝜎2𝑡2 𝜎2𝑡2   2 

𝜇𝑡+ 
= 1 + 2 

1! 

(𝜇𝑡+ ) 
+ 2 + ⋯ 

2! 

𝜎2𝑡2 (  2  2 𝜎4𝑡4 𝜎2𝑡2
)

 
𝜇𝑡+ 

= 1 + 2 
1! 

𝜇  𝑡  + 

+ 4    
+2𝜇𝑡   

2 
+ ⋯

 

2! 

Coefficient of 𝑡 = 𝜇 Coefficient of 𝑡2 = 
𝜎2 

+ 
𝜇2

 

2 2 

 

𝐸(𝑋) = 1! × coefficient of 𝑡 

 
= 𝜇 

 
𝐸(𝑋2) = 2! × coefficient of 𝑡2 

 

𝜎2 

= 2 ( 
2 

+ 
𝜇2 

2 

𝑒2+𝑢2 

) ⇒ 2 ( ) 
2 

 

= 𝜇2 + 𝜎2 

 
variance = 𝐸(𝑋2) − [𝐸(𝑋)]2 

 
= 𝜇2 + 𝜎2 − 𝜇2 

= 𝜎2 

 
Problems based on Normal distribution 

 
1. X is normally distributed with mean 12 and SD is 4. Find the 

probability that (i) 𝑿 ≥ 𝟐𝟎 (𝒊𝒊)𝑿 ≤ 𝟐𝟎 (𝒊𝒊𝒊)𝟎 ≤ 𝑿 ≤ 𝟏𝟐. 

 

Solution: 

 
Given X follows normally distribution with 𝝁 = 𝟏𝟐, 𝝈 = 𝟒 

 

 

𝑃(𝑋 ≥ 20) 

 
𝑋−𝜇 

= 𝑃 ( ≥ 
𝜎 

 

20−𝜇 
 

 

𝜎 

 

) = 𝑃 (𝑍 ≥ 

 
20−12 

) 
4 
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= 𝑃(𝑍 ≥ 2) 

 
= 0.5 − 𝑃[0 < 𝑍 < 2] 

 
= 0.5 − 0.4772 ( from the table) 

 
𝑃(𝑋 ≥ 20) = 0.0228 

 
(i) 𝑃(𝑋 ≤ 20) = 1 − 𝑃[ 𝑋 > 20] = 1 − 0.0228 

 
𝑃(𝑋 ≤ 20) = 0.9772 

 

 

(ii) 

 

𝑃[0 ≤ 𝑋 ≤ 12] 

 
0−𝜇 

=  𝑃 ( ≤ 
𝜎 

𝑋−𝜇 
≥

 
𝜎 

12−𝜇
)

 
𝜎 

 
 

= 𝑃 ( 
0 − 12 

4 

 

≤ 𝑍 ≥ 
12 − 12 

) 
4 

 

= 𝑃(−3 ≤ 𝑍 ≤ 0) 

 
= 𝑃(0 ≤ 𝑍 ≤ 3) (since the curve is symmetrical) 

 
𝑃[0 ≤ 𝑋 ≤ 12] = 0.4987 (from the table) 

 

 

 

2. In a normal distribution 31% of the items are under 45 and 8 % are 

over 64. Find the mean and the standard deviation. 

 

Solution: 

Let the mean and standard deviation of the given normal distribution be 𝜇 and . 

The area lying to the left of the ordinate at x = 45 is 0.31. The corresponding value 

of z is negative. 
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The area lying to the right of the ordinates up to the mean is 0.5 – 0.31 = 0.19 

 

The value of z corresponding to the area 0.19 is 0.5 nearly. 

∴ 
45−𝜇 

= −0.5 
𝜎 

(or) −0.5𝜎 + 𝜇 = 45 .............................. (1) 
 
Area to the left of the ordinate at x = 64 is 0.5 – 0.08 = 0.42 and hence the value of 

z corresponding to this area is 1.4 nearly. 

∴ 
64−𝜇 

= 1.4 
𝜎 

(or) 1.4𝜎 + 𝜇 = 64 ................................ (2) 
 
Solving (1) and (2) we get 

 

−0.5𝜎 + 𝜇 = 45 

1.4𝜎 + 𝜇 = 64 
 

 

(1) – (2) - 1.9𝜎 = - 19 

⇒ 𝜎 = 10 
 
Substituting 𝜎 = 10 in (1) we get 

 

-0.5 (10) + 𝜇 = 45 

 

-5 + 𝜇 = 45 

 

⇒ 𝜇 = 50 
 

3. The weekly wages of 1000 workmen are normally distributed around a 

mean of Rs. 70 with a S.D of Rs. 5. Estimate the number of workers 

whose weekly wages will be (i) between Rs.69 and Rs.72 (ii) less than 

Rs.69 (iii) more than Rs.72 
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Solution : 
 

Let X be the RV denoting the weekly wages of a worker 

Given 𝜇 = 70, 𝜎 = 5 

The normal variate z = 𝑋−𝜇 = 
𝑋−70

 
𝜎 5 

 

(i) P( 69 < X < 72) 

When X = 69, z = 69−70 = −0.2 
5 

 

When X = 72, z = 72−70 = 0.4 
5 

∴ 𝑃(69 < 𝑋 < 72 ) = 𝑃( −0.2 < 𝑧 < 0.4) 

= 𝑃(−0.2 < 𝑧 < 0) + 𝑃(0 < 𝑧 < 0.4) 

=𝑃(0 < 𝑧 < 0.2) + 𝑃(0 < 𝑧 < 0.4) 

= 0.0793 + 0.1554 (from table ) 

= 0.2347 

Out of 1000 work men , the number of workers whose wages lies between Rs. 69 

and Rs.72 

= 1000 x P(69 < X < 72 ) 

= 1000 x 0.2347 = 235 

(ii) P(less than 69) = P (X < 69 ) 

When x = 69, 𝑧 = 
𝑋−𝜇 

= 
69−70 

= -0.2 
𝜎 5 

∴ 𝑃(𝑋 < 69) = 𝑃(𝑧 < −0.2) 

= 0.5 − 𝑃(0 < 𝑧 < 0.2) 

= 0.4207 

Out of 1000 workmen , the number of workers whose wages are less than Rs. 69 

= 1000 x P(z < -0.2) 

= 1000 x 0.4207 
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= 420.7 

(iii) P( more than Rs. 72 ) = P(X > 72) 

When x = 72, 𝑧 = 
𝑋−𝜇 

= 
72−70 

= -0.2  

𝜎 5 
 

∴ 𝑃(𝑋 < 69) = 𝑃(𝑧 < −0.2) 
 

= 0.5 − 𝑃(0 < 𝑧 < 0.2) 
 

= 0.4207 

 

Out of 1000 workmen , the number of workers whose wages are less than Rs. 69 

 

= 1000 x P(z < -0.2) 

 

= 1000 x 0.4207 

= 420.7 

binils.com

binils - Anna University App on Play Store

                    Free PDF Study Materials
binils.com - Anna University, Polytechnic & Schools



 

MA8451- PROBABILITY AND RANDOM PROCESSES 

 

 

 

 

binils.com

binils - Anna University App on Play Store

                    Free PDF Study Materials
binils.com - Anna University, Polytechnic & Schools



 

MA8451-PROBABILITY AND RANDOM PROCESSES 

 

 

1.8 Uniform Distribution (Rectangular Distribution) 
 

A random variable X is said to have a continuous uniform distribution 
 

if its probability density function is given by 
 

1 

𝑓(𝑥) = {𝑏 − 𝑎 
, 𝑎 < 𝑥 < 𝑏 

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 

 
Find the MGF of uniform distribution and hence find its mean and 

variance. 

Sol: Let 𝑋 follows uniform distribution in (𝑎, 𝑏). 
 

 

By Definition, 𝑓(𝑥) = 
1

 
𝑏−𝑎 

; 𝑎 < 𝑥 < 𝑏 . 

 
 

𝑀𝑋(𝑡) = 𝐸[𝑒𝑡𝑥] 
 
 
 
 
 

𝑏 

= ∫𝑎 𝑓(𝑥)𝑒 

 
𝑡𝑥 

 
𝑑𝑥 

 
 

= ∫ 
𝑏 1

 𝑒𝑡𝑥𝑑𝑥 
𝑎 𝑏−𝑎 

 
 

= 
1 

𝑏−𝑎 

𝑒𝑡𝑥  𝑏 
[ ] 

𝑡 𝑎 

 
 

𝑀𝑋 (𝑡) = 
1

 
𝑡(𝑏−𝑎) 

[𝑒𝑏𝑡 − 𝑒𝑎𝑡] 
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[ 

To find mean and variance: 
 

1 𝑏𝑡 (𝑏𝑡)2 (𝑏𝑡)3 
𝑀𝑋(𝑡) = 

𝑡(𝑏 − 𝑎) 
{[1 + 

1! 
+ 

2! 
+ + ⋯ ] 

3! 
 

 
− [1 + 

𝑎𝑡 

1! 

(𝑎𝑡)2 
+ 

2! 

(𝑎𝑡)3 
+ 

3! 

 
+ ⋯ ]} 

 
 

= 
1    

{ 
1 

𝑏−𝑎 𝑡 
+ 

𝑏 
+ 

1! 

𝑏2𝑡 

2! 
+ 

𝑏3𝑡2 

3! 
+ ⋯ ] − [

1 
+ 

𝑎 
+ 

𝑡 1! 

𝑎2𝑡 

2! 
+ 

𝑎3𝑡2 

3! 
+ ⋯ ]} 

 

 
Coefficient of 𝑡 = 

1 
 

 

𝑏 − 𝑎 

𝑏2 

[ 
2! 

𝑎2 

− ] = 
2! 

1 

𝑏 − 𝑎 

𝑏2 − 𝑎2 

2! 
 
 

= 
1 

2(𝑏−𝑎) 
[(𝑏 + 𝑎)(𝑏 − 𝑎)] 

 
 

= 
𝑎+𝑏 

2 
 
 

Coefficient of 𝑡2 = 
1

 𝑏3 𝑎3 
[ − ] 

𝑏−𝑎    3! 3! 
 
 

= 
1 

6(𝑏−𝑎) 
[𝑏3 − 𝑎3] 

 
 

= 
1 1 (𝑏 − 𝑎)(𝑏2 + 𝑏𝑎 + 𝑎2) 
6 (𝑏−𝑎) 

 
 

= 
1 

(𝑏2 + 𝑎𝑏 + 𝑎2) 
6 

 
 

= 
𝑏2+𝑎𝑏+𝑎2 

6 
 
 

Mean = 𝐸(𝑋) = 1! × coefficient of 𝑡 
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= 1! × (
𝑎+𝑏

) = 
𝑎+𝑏

 
2 2 

 
 

𝐸(𝑋2) = 2! × coefficient of 𝑡2 

 

= 2 × 
𝑏2+𝑎𝑏+𝑎2 

6 
 
 

= 
𝑏2+𝑎𝑏+𝑎2 

3 
 
 
 
 
 

Variance = 𝐸(𝑋2) − [𝐸(𝑋)]2 

 

= 
𝑏2+𝑎2+𝑎𝑏 

− 
(𝑎+𝑏)2 

3 4 
 
 

= 
𝑏2+𝑎2+𝑎𝑏 

− 
(𝑎2+2𝑎𝑏+𝑏2) 

3 4 
 
 

= 
4𝑏2+4𝑎2+4𝑎𝑏−3𝑎2−6𝑎𝑏−3𝑏2 

12 
 
 

= 
𝑎2+𝑏2−2𝑎𝑏 

12 
 
 

= 
(𝑎−𝑏)2 

12 
 
 

= 
(𝑏−𝑎)2 

12 
∵ 𝑎 < 𝑏 

 
 

 

Problem based on Uniform Distribution 
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0 

0 

8 

8 

1. A random variable X has a uniform distribution over (0, 10) compute 

 

(i) 𝑷(𝑿 < 𝟐) (ii) 𝑷(𝑿 > 𝟖) (iii) 𝑷(𝟑 < 𝑿 < 𝟗) 

 
Solution: 

 

 

1 
 

 

The pdf 𝑓(𝑥)   = {𝑏−𝑎 

 
, 𝑎 < 𝑥 < 𝑏 

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 
 
 

1 
 

 

𝑓(𝑥) = {10 

 

, 0 < 𝑥 < 10 

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 
 

 

(i) 𝑃(𝑋 < 2) = ∫
10 

𝑓(𝑥)𝑑𝑥 
 
 

= 
1 10 

𝑑𝑥
 

10 
∫0 

 

= 
1   

[𝑥] 10 
10 

 

= 
1 

[10 − 0] 
10 

 

= 
1 

5 
 

 

(ii) 𝑃(𝑋 > 8) = ∫
10 

𝑓(𝑥)𝑑𝑥 
 
 

= 
1 10 

𝑑𝑥
 

10 
∫8 

 

= 
1   

[𝑥] 10 
10 

 

= 
1 

[10 − 8] 
10 
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3 

3 

−3 

(iii) 𝑃(3 < 𝑋 < 9) = ∫
9 

𝑓(𝑥)𝑑𝑥 
 
 

= 
1 9 

𝑑𝑥 
10 

∫3 

 

= 
1 

[𝑥] 9 
10 

 

= 
1 

[9 − 3] 
10 

 

= 
3 

5 
 

2. A random variable X has a uniform distribution over (-3, 3) compute 

 

(i) 𝑷(𝑿 < 𝟐) (ii) 𝑷(|𝑿| < 𝟐) (iii) 𝑷(|𝑿 − 𝟐| < 𝟐) 

 
Solution: 

 

 

1 
 

 

The pdf 𝑓(𝑥)   = {𝑏−𝑎 

 
, 𝑎 < 𝑥 < 𝑏 

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 
 

1 , −3 < 𝑥 < 3 
𝑓(𝑥) = {6 

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 
 

 

(i) 𝑃(𝑋 < 2) = 

 
2 

∫
−3 

 

𝑓(𝑥)𝑑𝑥 
 

= 
𝟏 2 

𝑑𝑥 

𝟔 ∫−3 

 

= 
1 

[𝑥] 2 
6 

 

= 
1 

[2 + 3] 
6 

 

= 
5 

6 
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−2 

0 

(ii) 𝑃(|𝑋| < 2) = 𝑃(−2 < 𝑋 < 2) 
 

= 
𝟏 2 

𝑑𝑥 

𝟔 ∫−2 

 

= 
1 

[𝑥] 2 
6 

 

= 
1 

[2 + 2] 
6 

 

= 
4 

6 
 

(iii) 𝑃(|𝑋 − 2| < 2) = 𝑃(−2 < 𝑋 − 2 < 2) 

 
= 𝑃(−2 + 2 < 𝑋 < 2 + 2) 

 
= 𝑃(0 < 𝑋 < 4) 

 

= 
𝟏 3 

𝑑𝑥 

𝟔 
∫0 

 

= 
1 

[𝑥] 3 
6 

 

= 
1 

[3 − 0] 
6 

 

= 
3 

6 

 

3. 4 buses arrive at a specified stop at 15 minute intervals starting at 7 am. 
 

That is, they arrive at 7, 7.15, 7.30, 7.45 am and so on. If a passenger arrives 
 

at the stop at a time that is uniformly distributed between 7 and 7.30 am. 
 

Find the probability that he waits (i) less than 5 minutes for a bus (ii) more 

than 10 minutes for a bus. 
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10 25 

0 

 

 

(i) P(a person arrives between 7.10 and 7.15 or 7.25 and 7.30) 

 
= 𝑃(10 < 𝑋 < 15) + 𝑃(25 < 𝑋 < 30) 

 

= ∫
15 

𝑓(𝑥)𝑑𝑥 + ∫
30 

𝑓(𝑥)𝑑𝑥 
 
 

= 
𝟏 15 

𝑑𝑥 + 
𝟏 30 

𝑑𝑥
 

𝟑𝟎 
∫

10 𝟑𝟎 
∫

25 

 
= 

1   
[𝑥] 15 + 

1    
[𝑥] 30 

30 10 30 25 

 

= 
1 

[15 − 10] + 
1

 
30 30 

 

[30 − 25] 

 

= 
1 

3 
 

(ii) P(a person arrives between 7.00 and 7.05 or 7.15 and 7.20) 

 
= 𝑃(0 < 𝑋 < 5) + 𝑃(15 < 𝑋 < 20) 

 

= ∫
5 

𝑓(𝑥)𝑑𝑥 + 

 
0 

∫
15 

 

𝑓(𝑥)𝑑𝑥 
 

= 
𝟏 5 

𝑑𝑥 + 
𝟏
 20 

𝑑𝑥
 

𝟑𝟎 
∫0 𝟑𝟎 ∫15 

 
= 

1   
[𝑥] 5 + 

1    
[𝑥] 20 

30 0 30 15 

 

= 
1 

[5 − 0] +  
1

 
30 30 

[20 − 15] 

Solution: 

The pdf is 𝑓(𝑥) = {30 
1 , 0 < 𝑥 < 30 

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 
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20 

20 

1 

The pdf is 𝑓(𝑥) = {30−0 
, 0 < 𝑥 < 30 

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 

= 
1 

3 
 

4. Subway trains on a certain line run every half an hour between mid- 

night and six in the morning. What is the probability that a man entering 

the station at a random time during this period will have to wait atleast 

twenty minutes. 

Solution: 
 

 

(i) P(a man waiting for atleast 20 minutes) = 𝑃(𝑋 ≥ 20) 
 

= ∫
30 

𝑓(𝑥)𝑑𝑥 
 
 

= 
𝟏 30 

𝑑𝑥
 

𝟑𝟎 ∫20 

 

= 
1   

[𝑥] 30 
30 

 

= 
1 

[30 − 20] 
30 

 

= 
1 

3 
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