### 4.1 CONCEPT OF STABILITY

A system is said to be stable, if its output is under control. Otherwise, it is said to be unstable. A stable system produces a bounded output for a given bounded input. The following figure 4.1.1 shows the response of a stable system.


Figure 4.1.1: response of stable system

## and the output are bounded. <br> Types of Systems based on Stability

[Source: "Control System Engineering" by Nagoor Kani, page-4.1]
This is the response of first order control system for unit step input. This response has the values between 0 and 1 . So, it is bounded output. We know that the unit step signal has the value of one for all positive values of $\mathbf{t}$ including zero. So, it is bounded input. Therefore, the first order control system is stable since both the input

We can classify the systems based on stability as follows.

- Absolutely stable system
- Conditionally stable system
- Marginally stable system


## Absolutely Stable System

If the system is stable for all the range of system component values, then it is known as the absolutely stable system. The open loop control system is absolutely stable if all the poles of the open loop transfer function present in left half of 's' plane.

Similarly, the closed loop control system is absolutely stable if all the poles of the closed loop transfer function present in the left half of the 's' plane.

## Conditionally Stable System

If the system is stable for a certain range of system component values, then it is known as conditionally stable system.

## Marginally Stable System

If the system is stable by producing an output signal with constant amplitude and constant frequency of oscillations for bounded input, then it is known as marginally stable system. The open loop control system is marginally stable if any two poles of the open loop transfer function are present on the imaginary axis. Similarly, the closed loop control system is marginally stable if any two poles of the closed loop transfer function are present on the imaginary axis.
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### 4.5 GUIDELINES FOR SKETCHING ROOT LOCUS

The root locus is a graphical representation in s-domain and it is symmetrical about the real axis. Because the open loop poles and zeros exist in the s-domain having the values either as real or as complex conjugate pairs. In this chapter, let us discuss how to construct (draw) the root locus.

## Rules for Construction of Root Locus

Follow these rules for constructing a root locus.
Rule 1 - Locate the open loop poles and zeros in the 's' plane.
Rule 2 - Find the number of root locus branches.
We know that the root locus branches start at the open loop poles and end at open loop zeros. So, the number of root locus branches $\mathbf{N}$ is equal to the number of finite open loop poles $\mathbf{P}$ or the number of finite open loop zeros $\mathbf{Z}$, whichever is greater.
Mathematically, we can write the number of root locus branches $\mathbf{N}$ as
$\mathrm{N}=\mathrm{P}$ if $\mathrm{P} \geq \mathrm{Z}$
$\mathrm{N}=\mathrm{Z}$ if $\mathrm{P}<\mathrm{Z}$
Rule 3 - Identify and draw the real axis root locus branches.
If the angle of the open loop transfer function at a point is an odd multiple of $180^{\circ}$, then that point is on the root locus. If odd number of the open loop poles and zeros exist to the left side of a point on the real axis, then that point is on the root locus branch. Therefore, the branch of points which satisfies this condition is the real axis of the root locus branch.

Rule 4 - Find the centroid and the angle of asymptotes.

- If $\mathrm{P}=\mathrm{Z}$, then all the root locus branches start at finite open loop poles and end at finite open loop zeros.
- If $\mathrm{P}>\mathrm{Z}$, then Z number of root locus branches start at finite open loop poles and end at finite open loop zeros and $\mathrm{P}-\mathrm{Z}$ number of root locus branches start at finite open loop poles and end at infinite open loop zeros.
- If $\mathrm{P}<\mathrm{Z}$, then P number of root locus branches start at finite open loop poles and end at finite open loop zeros and Z-P number of root locus branches start at infinite open loop poles and end at finite open loop zeros.
So, some of the root locus branches approach infinity, when $\mathrm{P} \neq \mathrm{Z}$. Asymptotes give the direction of these root locus branches. The intersection point of asymptotes on the real axis is known as centroid.

We can calculate the centroid $\boldsymbol{\alpha}$ by using this formula,
$\alpha$
$=\frac{\sum \text { real part of finitite open loop poles }-\sum \text { real part of finite open loop zeros }}{P-Z}$
The formula for the angle of asymptotes $\theta$ is

$$
\theta=\frac{(2 q+1) 180^{\circ}}{P-Z}
$$

Where,

$$
\mathrm{q}=0,1,2, \ldots,(\mathrm{P}-\mathrm{Z})-1
$$

Rule 5 - Find the intersection points of root locus branches with an imaginary axis. We can calculate the point at which the root locus branch intersects the imaginary axis and the value of $\mathbf{K}$ at that point by using the Routh array method and special case (ii).

- If all elements of any row of the Routh array are zero, then the root locus branch intersects the imaginary axis and vice-versa.
- Identify the row in such a way that if we make the first element as zero, then the elements of the entire row are zero. Find the value of $\mathbf{K}$ for this combination.
- Substitute this $\mathbf{K}$ value in the auxiliary equation. You will get the intersection point of the root locus branch with an imaginary axis.
Rule 6 - Find Break-away and Break-in points.
- If there exists a real axis root locus branch between two open loop poles, then there will be a break-away point in between these two open loop poles.
- If there exists a real axis root locus branch between two open loop zeros, then there will be a break-in point in between these two open loop zeros.

Note - Break-away and break-in points exist only on the real axis root locus branches. Follow these steps to find break-away and break-in points.

- Write $K$ in terms of ss from the characteristic equation $1+G(s) H(s)=0$.
- Differentiate K with respect to s and make it equal to zero. Substitute these values of $s$ in the above equation.
- The values of s for which the K value is positive are the break points.

Rule 7 - Find the angle of departure and the angle of arrival.
The Angle of departure and the angle of arrival can be calculated at complex conjugate open loop poles and complex conjugate open loop zeros respectively.

The formula for the angle of departure $\phi_{d}$ is

$$
\phi_{\mathrm{d}}=180^{0}-\phi
$$

The formula for the angle of arrival $\phi_{a}$ is

$$
\phi_{\mathrm{a}}=180^{\circ}+\phi
$$

Where,

## Example

Let us now draw the root locus of the control system having open loop transfer

$$
\mathbf{G}(\mathrm{s}) \mathbf{H}(\mathrm{s})=\frac{\mathrm{K}}{\mathrm{~s}(\mathrm{~s}+1)(\mathrm{s}+5)}
$$

function,
Step 1 - The given open loop transfer function has three poles at $\mathrm{s}=0, \mathrm{~s}=-1$ and $\mathrm{s}=$ -5 . It doesn't have any zero. Therefore, the number of root locus branches is equal to the number of poles of the open loop transfer function.

$$
\mathrm{N}=\mathrm{P}=3
$$


[Source: "Control System Engineering" by Nagoor Kani, page-4.65]
The three poles are located are shown in the above figure. The line segment between $s$ $=-1$ and $\mathrm{s}=0$ is one branch of root locus on real axis. And the other branch of the root locus on the real axis is the line segment to the left of $s=-5$.
Step 2 - We will get the values of the centroid and the angle of asymptotes by using the given formulae.

Centroid $\alpha=-2$
The angle of asymptotes are $\theta=60^{\circ}, 180^{\circ}$ and $300^{\circ}$.
The centroid and three asymptotes are shown in the following figure.


Figure 4.5.2: centroid \& asymptotes of

$$
\mathbf{G}(s) \mathbf{H}(s)=\frac{n}{s(s+1)(s+5)}
$$

[Source: "Control System Engineering" by Nagoor Kani, page-4.65]
Step 3 - Since two asymptotes have the angles of $60^{\circ}$ and $300^{\circ}$, two root locus branches intersect the imaginary axis. By using the Routh array method and special case(ii), the root locus branches intersects the imaginary axis at $+\mathrm{j} \sqrt{5}$ and-j $\sqrt{5}$.

There will be one break-away point on the real axis root locus branch between the poles $s=-1$ and $s=0$. By following the procedure given for the calculation of break-away point, we will get it as $s=-0.473$.
The root locus diagram for the given control system is shown in the following figure 4.5.3.


Figure 4.5.3: root locus of
[Source: "Control System Engineering" by Nagoor Kani, page-4.65]
In this way, you can draw the root locus diagram of any control system and observe the movement of poles of the closed loop transfer function.

From the root locus diagrams, we can know the range of K values for different types of damping.

## Effects of Adding Open Loop Poles and Zeros on Root Locus

The root locus can be shifted in 's' plane by adding the open loop poles and the open loop zeros.

- If we include a pole in the open loop transfer function, then some of root locus branches will move towards right half of 's' plane. Because of this, the damping ratio $\delta$ decreases. Which implies, damped frequency $\omega_{d}$ increases and the time domain specifications like delay time $t_{d}$, rise time $t_{r}$ and peak time $t_{p}$ decrease. But, it effects the system stability.
- If we include a zero in the open loop transfer function, then some of root locus branches will move towards left half of 's' plane. So, it will increase the control system stability. In this case, the damping ratio $\delta$ increases. Which implies, damped frequency $\omega_{d}$ decreases and the time domain specifications like delay time $t_{d}$, rise time $t_{r}$ and peak time $t_{p}$ increase.

So, based on the requirement, we can include (add) the open loop poles or zeros to the transfer function

### 4.6 NYQUIST STABILITY CRITERION

Let consider closed loop system,

The C.E of the system is given by the condition, $1+\mathrm{G}(\mathrm{s}) \mathrm{H}(\mathrm{s})=0$.

$$
\text { Let, } F(s)=1+G(s) H(s)
$$

Let, $\mathrm{N}=$ Number of anticlockwise encirclement
Now, $\mathrm{N}=\mathrm{P}-\mathrm{Z}$,
Where, $\mathrm{P}=$ Number of poles of $\mathrm{F}(\mathrm{s})$ (or poles of loop transfer function) lying on right half s-plane $\mathrm{Z}=$ Number of zeros of $\mathrm{F}(\mathrm{s})$ or poles of closed loop transfer function) lying on right half s-plane.

The stability is related to poles lying on right half s-plane and so, while applying principle of argument only poles and zeros lying on right half s-plane alone are considered

The principle of argument can also be used to find the number of poles of closed loop transfer function lying on right half of s-plane Let, M=Number of clockwise encirclement Now, $\mathrm{M}=\mathrm{Z}-\mathrm{P}$,
Where, $\mathrm{P}=0, \mathrm{M}=\mathrm{Z}$,
Therefore, when there is no right half open loop poles, number of clockwise encirclement of origin of $\mathrm{F}(\mathrm{s})$ plane gives number of poles of closed loop transfer function lying on right half of S-plane
Nyquist stability criterion can be stated as follows
If the $\mathbf{G}(\mathbf{s}) \mathbf{H}(\mathbf{s})$ contour in the $\mathbf{G}(\mathbf{s}) \mathbf{H}(\mathbf{s})$-plane corresponding to Nyquist contour in the s-plane encircles the point $-1+\mathrm{j} 0$ in the anticlockwise direction as many times as the number of right half of S-plane poles of $\mathbf{G}(\mathrm{s}) \mathrm{H}(\mathrm{s})$ then the closed loop system is stable.

In examining the stability of linear control system using the Nyquist stability criterion, we come across the following three situations.

No encirclement of $\mathbf{- 1 + j 0}$ point: This implies that the system is stable if there are no poles of $\mathrm{G}(\mathrm{s}) \mathrm{H}(\mathrm{s})$ in the right half s-plan. If there are poles on right half s-plane then the system is unstable

Anticlockwise encirclement of $\mathbf{- 1 + j 0} \mathbf{p o i n t : ~ I n ~ t h i s ~ c a s e ~ t h e ~ s y s t e m ~ i s ~ s t a b l e ~ i f ~ t h e ~}$ number of anticlockwise encirclements is same as number of poles of $\mathrm{G}(\mathrm{s}) \mathrm{H}(\mathrm{s})$ in the right half of s-plane. If the number of anticlockwise encirclements is not equal to number of poles on right half of s-plane then the system is stable.

Clockwise encirclement of $\mathbf{- 1 + j 0}$ point: In this case the system is always unstable

a. Nyquist contour when there is no pole on imaginary axis.

b. Nyquist contour when there are poles at origin.

c. Nyquist contour when there are poles on imaginary axis and at origin

1. If there are no poles on the origin then the section $C$, of Nyquist contour will be absent.
2. If there are poles on imaginary axis as shown below then the Nyquist contour is divided int $G$ the following 8 sections and the mapping is performed sectionwise.

Section $C_{1} \quad: \quad s=j \omega ; \omega=0^{*}$ to $+\omega_{1}$
Section $C_{2}: \quad \mathrm{s}=\operatorname{Lt}_{\mathrm{R} \rightarrow 0} \mathrm{Re}^{j 0} ; \theta=-\frac{\pi}{2}$ to $+\frac{\pi}{2}$
Section $C_{3} \quad: \quad s=j \omega . ; \omega=+\omega_{1}{ }^{*}$ to $+\infty$
Section $C_{4} \quad: \quad s=\operatorname{Lt}_{R \rightarrow \infty} \operatorname{Re}^{i \theta} ; \theta=+\frac{\pi}{2} t 0-\frac{\pi}{2}$
Section $C_{5} \quad: \quad s=j \omega ; \omega=-\infty$ to $-\omega$,
Section $\mathrm{C}_{6}: \quad \mathrm{s}=\underset{\mathrm{R} \rightarrow 0}{\mathrm{Lt}} \operatorname{Re}^{\mathrm{j} \theta} ; \theta=-\frac{\pi}{2}$ to $+\frac{\pi}{2}$
Section $C_{3} \quad: \quad s=j \omega ; \omega=-\omega^{*}$ to $0^{-}$
Section $C_{s} \quad: \quad s=\operatorname{Lt}_{\mathrm{s} \rightarrow 0} \operatorname{Re}^{i \theta} ; \theta=-\frac{\pi}{2}$ to $+\frac{\pi}{2}$


Figure 4.6.1: various nyquist contours
[Source: "Control System Engineering" by Nagoor Kani, page-4.30]

### 4.3 RELATIVE STABILITY

The relative stability indicates the looseness of the system to stable region. It is an introduction of the strength or degree of stability.

In time domain the relative stability may be measured by relative settling times of each root or pair of roots. The settling time is inversely proportional to the location of roots of characteristics equation. If the root is located far away from the imaginary axis, then the transients' dies out faster and so the relative stability of the system will improve.

In frequency domain the relative stability of a system can be studied from nyquist plot. The relative stability of the system is given by closeness of polar plot to $-1+\mathrm{j} 0$ point. As the polar plot gets closer to $-1+\mathrm{j} 0$ point the system moves towards instability.

The relative stability in frequency domain are quantitatively measured in terms of phase margin and gain margin. Consider a $\mathrm{G}(\mathrm{j} \omega) \mathrm{H}(\mathrm{j} \omega)$ locus .let this locus cross the real axis at point-A and unit circle drawn with origin as centre cuts this locus at point-B.


Figure 4.3.1: $\mathbf{G}(\mathbf{j} \omega) \mathbf{H}(\mathbf{j} \omega)$ locus
[Source: "Control System Engineering" by Nagoor Kani, page-4.54]
If the gain of the system is increased, then the locus will shift upwards and it may cross real axis at $-1+\mathrm{j} 0$ point. When the locus passes through $-1+\mathrm{j} 0$ point, $\mathrm{G}_{\mathrm{A}}---1$ and $\gamma-$ -- 0 . Hence the closeness of $\mathrm{G}(\mathrm{j} \omega) \mathrm{H}(\mathrm{j} \omega)$ locus shown in fig 4.3.1 to the critical point $1+\mathrm{j} 0$ can be measured in terms of intercept $\mathrm{G}_{\mathrm{A}}$ and angle $\gamma$. The value of $\mathrm{G}_{\mathrm{A}}$ and angle $\gamma$
are quantitative indications of relative stability. These values are used to define gain margin and phase margin as practical measures of relative stability.

## Gain Margin \& Phase Margin

Gain margin is a factor by which the system gain can be increased to drive the system to the verge of instability.

Gain margin in $\mathrm{db}=-20 \log \mathrm{G}_{\mathrm{A}}$
The phase margin is defined as the amount of additional phase lag at gain crossover frequency required to bring the system to verge of instability.

Phase margin, $\gamma=180^{\circ}+\varphi_{\mathrm{gc}}$
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### 4.4 Root Locus Concept

The Root locus is the locus of the roots of the characteristic equation by varying system gain K from zero to infinity.
We know that, the characteristic equation of the closed loop control system is

$$
1+\mathrm{G}(\mathrm{~s}) \mathrm{H}(\mathrm{~s})=0
$$

We can represent $\mathrm{G}(\mathrm{s}) \mathrm{H}(\mathrm{s})$ as

$$
\mathrm{G}(\mathrm{~s}) \mathrm{H}(\mathrm{~s})=\mathrm{K}[\mathrm{~N}(\mathrm{~s}) / \mathrm{D}(\mathrm{~s})]
$$

Where,

- K represents the multiplying factor
- $N(s)$ represents the numerator term having (factored) $n^{\text {th }}$ order polynomial of ' $s$ '.
- $\mathrm{D}(\mathrm{s})$ represents the denominator term having (factored) $\mathrm{m}^{\text {th }}$ order polynomial of ' $s$ '.

Substitute, $\mathrm{G}(\mathrm{s}) \mathrm{H}(\mathrm{s})$ value in the characteristic equation.

$$
\begin{gathered}
1+\mathrm{k}[\mathrm{~N}(\mathrm{~s}) / \mathrm{D}(\mathrm{~s})]=0 \\
\Rightarrow \mathrm{D}(\mathrm{~s})+\mathrm{KN}(\mathrm{~s})=0
\end{gathered}
$$

Case $\mathbf{1}-\mathbf{K}=\mathbf{0}$
If $K=0$, then $D(s)=0$.
That means, the closed loop poles are equal to open loop poles when K is zero.
Case 2-K=
Re-write the above characteristic equation as
Re -write the above characteristic equation as

$$
\begin{gathered}
K\left(\frac{1}{K}+\frac{N(s)}{D(s)}\right)=0 \\
\frac{1}{K}+\frac{N(s)}{D(s)}=0
\end{gathered}
$$

Substitute, $K=\infty$ in the above equation

$$
\begin{array}{r}
\frac{1}{\infty}+\frac{N(s)}{D(s)}=0 \\
\mathrm{~N}(\mathrm{~s})=0
\end{array}
$$

If $\mathrm{K}=\infty$, then $\mathrm{N}(\mathrm{s})=0$. It means the closed loop poles are equal to the open loop zeros when $K$ is infinity.

From above two cases, we can conclude that the root locus branches start at open loop poles and end at open loop zeros.

## Angle Condition and Magnitude Condition

The points on the root locus branches satisfy the angle condition. So, the angle condition is used to know whether the point exist on root locus branch or not. We can find the value of K for the points on the root locus branches by using magnitude condition. So, we can use the magnitude condition for the points, and this satisfies the angle condition.

Characteristic equation of closed loop control system is

$$
\begin{gathered}
1+G(\mathrm{~s}) \mathrm{H}(\mathrm{~s})=0 \\
\Rightarrow \mathrm{G}(\mathrm{~s}) \mathrm{H}(\mathrm{~s})=-1+\mathrm{j} 0
\end{gathered}
$$

The phase angle of $\mathrm{G}(\mathrm{s}) \mathrm{H}(\mathrm{s})$ is

$$
\angle \mathrm{G}(\mathrm{~s}) \mathrm{H}(\mathrm{~s})=\tan ^{-1}(0 /-1)=(2 \mathrm{n}+1) \pi
$$

The angle condition is the point at which the angle of the open loop transfer function is an odd multiple of $180^{\circ}$.

$$
\text { Magnitude of } \mathrm{G}(\mathrm{~s}) \mathrm{H}(\mathrm{~s}) \text { is }
$$

$\mid G(s) H(s)=\sqrt{(-1)^{2}+0^{2}}=1$

The magnitude condition is that the point (which satisfied the angle condition) at which the magnitude of the open loop transfer function is one

### 4.2 ROUTH STABILITY CRITERION

## Routh-Hurwitz Stability Criterion

Routh-Hurwitz stability criterion is having one necessary condition and one sufficient condition for stability. If any control system doesn't satisfy the necessary condition, then we can say that the control system is unstable. But, if the control system satisfies the necessary condition, then it may or may not be stable. So, the sufficient condition is helpful for knowing whether the control system is stable or not.

## Necessary Condition for Routh-Hurwitz Stability

The necessary condition is that the coefficients of the characteristic polynomial should be positive. This implies that all the roots of the characteristic equation should have negative real parts.

Consider the characteristic equation of the order ' n ' is -

$$
a_{0} s^{n}+a_{1} s^{n-1}+a_{2} s^{n-2}+\ldots+a_{n-1} s^{1}+a_{n} s^{0}=0
$$

Note that, there should not be any term missing in the $\mathbf{n}^{\text {th }}$ order characteristic equation. This means that the $\mathbf{n}^{\text {th }}$ order chāracteristic equation should not have any coefficient that is of zero value.

## Sufficient Condition for Routh-Hurwitz Stability

The sufficient condition is that all the elements of the first column of the Routh array should have the same sign. This means that all the elements of the first column of the Routh array should be either positive or negative.

## Routh Array Method

If all the roots of the characteristic equation exist to the left half of the ' $s$ ' plane, then the control system is stable. If at least one root of the characteristic equation exists to the right half of the 's' plane, then the control system is unstable. So, we have to find the roots of the characteristic equation to know whether the control system is stable or unstable. But, it is difficult to find the roots of the characteristic equation as order increases.

So, to overcome this problem there we have the Routh array method. In this method, there is no need to calculate the roots of the characteristic equation. First formulate the Routh table and find the number of the sign changes in the first column of the Routh table. The number of sign changes in the first column of the Routh table gives the
number of roots of characteristic equation that exist in the right half of the 's' plane and the control system is unstable.

Follow this procedure for forming the Routh table.

- Fill the first two rows of the Routh array with the coefficients of the characteristic polynomial as mentioned in the table below. Start with the coefficient of $\mathrm{s}^{\mathrm{n}}$ and continue up to the coefficient of $\mathrm{s}^{0}$.
- Fill the remaining rows of the Routh array with the elements as mentioned in the table below. Continue this process till you get the first column element of row s ${ }^{0}$ is $a_{n}$. Here, $a_{n}$ is the coefficient of $s^{0}$ in the characteristic polynomial.
Note - If any row elements of the Routh table have some common factor, then you can divide the row elements with that factor for the simplification will be easy.

The following table shows the Routh array of the $\mathrm{n}^{\text {th }}$ order characteristic polynomial.

$$
\mathrm{a}_{0} \mathrm{~s}^{\mathrm{n}}+\mathrm{a}_{1} \mathrm{~s}^{\mathrm{n}-1}+\mathrm{a}_{2} \mathrm{~s}^{\mathrm{n}-2}+\ldots+\mathrm{a}_{\mathrm{n}-1} \mathrm{~s}^{1}+\mathrm{a}_{\mathrm{n}} \mathrm{~s}^{0}
$$

| $\mathrm{s}^{\mathrm{n}}$ | $\mathrm{a}_{0}$ | $\mathrm{a}_{2}$ | $\mathrm{a}_{4}$ | $\mathrm{a}_{6}$ | ... | ... |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{s}^{\mathrm{n}-1}$ | $\mathrm{a}_{1}$ | $\mathrm{a}_{3}$ |  |  |  |  |
| $\mathrm{s}^{\mathrm{n}-2}$ | $\begin{aligned} & \mathrm{b}_{1}=\left(\mathrm{a}_{1} \mathrm{a}_{2}-\mathrm{a}_{3} \mathrm{a}_{0}\right) / \\ & \mathrm{a}_{1} \end{aligned}$ | $\mathrm{b}_{2}=\left(\mathrm{a}_{1} \mathrm{a}_{4}-\mathrm{a}_{5} \mathrm{a}_{0}\right) / \mathrm{a}_{1}$ | $b_{3}=\left(a_{1} a_{6}-a_{7} a_{0}\right) / a_{1}$ |  | $\ldots$ | $\ldots$ |
| $\mathrm{s}^{\mathrm{n}-3}$ | $\mathrm{c}_{1}=\left(\mathrm{b}_{1} \mathrm{a}_{3}-\mathrm{b}_{2} \mathrm{a}_{1}\right) / \mathrm{b}_{1}$ | $c_{2}=\left(b_{1} a_{5}-b_{3} a_{1}\right) / b_{1}$ | ! |  |  |  |
| ! | ! | ! | ; |  |  |  |
| $\mathrm{s}^{1}$ | ! | ! |  |  |  |  |
| $\mathrm{s}^{0}$ | $\mathrm{a}_{\mathrm{n}}$ |  |  |  |  |  |

## Example

Let us find the stability of the control system having characteristic equation,

$$
s^{4}+3 s^{3}+3 s^{2}+2 s+1=0
$$

Step 1 - Verify the necessary condition for the Routh-Hurwitz stability. All the coefficients of the characteristic polynomial, $\mathrm{s}^{4}+3 \mathrm{~s}^{3}+3 \mathrm{~s}^{2}+2 \mathrm{~s}+1$ are positive. So, the control system satisfies the necessary condition.
Step 2 - Form the Routh array for the given characteristic polynomial.

| $s^{4}$ | 1 | 3 | 1 |
| :---: | :---: | :---: | :---: |
| $s^{3}$ | 3 | 2 |  |
| $s^{2}$ | $[(3 \times 3)-(2 \times 1)] / 3=7 / 3$ | $[(3 \times 1)-(0 \times 1)] / 3=3 / 3=1$ |  |
| $s^{1}$ | $[(7 / 3 \times 2)-(1 \times 3)] /(7 / 3)=5 / 7$ |  |  |
| $s^{0}$ | 1 |  |  |

Step 3 - Verify the sufficient condition for the Routh-Hurwitz stability. All the elements of the first column of the Routh array are positive. There is no sign change in the first column of the Routh array. So, the control system is stable.

## Special Cases of Routh Array

We may come across two types of situations, while forming the Routh table. It is difficult to complete the Routh table from these two situations.

The two special cases are -

- The first element of any row of the Routh array is zero.

Let us now discuss how to overcome the difficulty in these two cases, one by one.
First Element of any row of the Routh array is zero
If any row of the Routh array contains only the first element as zero and at least one of the remaining elements have non-zero value, then replace the first element with a small positive integer, $\epsilon \epsilon$. And then continue the process of completing the Routh table. Now, find the number of sign changes in the first column of the Routh table by substituting $\epsilon \epsilon$ tends to zero.

## Example

Let us find the stability of the control system having characteristic equation,

$$
s^{4}+2 s^{3}+s^{2}+2 s+1=0
$$

Step 1 - Verify the necessary condition for the Routh-Hurwitz stability.
All the coefficients of the characteristic polynomial, $s^{4}+2 s^{3}+s^{2}+2 s+1$ are positive. So, the control system satisfied the necessary condition.

Step 2 - Form the Routh array for the given characteristic polynomial.
$\left.\begin{array}{|c|c|c|c|}\hline s^{4} & 1 & 1 & 1 \\ \hline s^{3} & z 1 & z 1 & \\ \hline s^{2} & {[(1 \times 1)-(1 \times 1)] / 1=} & 0 & {[(1 \times 1)-(0 \times 1)] /} \\ 1=1\end{array}\right)$

The row $\mathrm{s}^{3}$ elements have 2 as the common factor. So, all these elements are divided by 2 .

Special case (i) - only the first element of row $\mathrm{s}^{2}$ is zero. So, replace it by $\epsilon$ and continue the process of completing the Routh table.


Step 3 - Verify the sufficient condition for the Routh-Hurwitz stability.
As $\epsilon$ tends to zero, the Routh table becomes like this.

| $s^{4}$ | 1 | 1 | 1 |
| :---: | :---: | :---: | :---: |
| $s^{3}$ | 1 | 1 |  |
| $s^{2}$ | 0 | 1 |  |
| $s^{1}$ | $-\infty$ |  |  |
| $s^{0}$ | 1 |  |  |

There are two sign changes in the first column of Routh table. Hence, the control system is unstable.

## All the Elements of any row of the Routh array are zero

In this case, follow these two steps -

- Write the auxilary equation, $\mathrm{A}(\mathrm{s})$ of the row, which is just above the row of zeros.
- Differentiate the auxiliary equation, A(s) with respect to s. Fill the row of zeros with these coefficients.


## Example

Let us find the stability of the control system having characteristic equation,

$$
s^{5}+3 s^{4}+s^{3}+3 s^{2}+s+3=0
$$

Step 1 - Verify the necessary condition for the Routh-Hurwitz stability.
All the coefficients of the given characteristic polynomial are positive. So, the control system satisfied the necessary condition.
Step 2 - Form the Routh array for the given characteristic polynomial.


The row s ${ }^{4}$ elements have the common factor of 3 . So, all these elements are divided by 3 .

Special case (ii) - All the elements of row $\mathrm{s}^{3}$ are zero. So, write the auxiliary equation, $\mathrm{A}(\mathrm{s})$ of the row $\mathrm{s}^{4}$.

$$
\mathrm{A}(\mathrm{~s})=\mathrm{s}^{4}+\mathrm{s}^{2}+1
$$

Differentiate the above equation with respect to s .

$$
\mathrm{dA}(\mathrm{~s}) / \mathrm{ds}=4 \mathrm{~s}^{3}+2 \mathrm{~s}
$$

Place these coefficients in row $\mathrm{s}^{3}$.

| $\mathrm{s}^{5}$ | 1 | 1 | 1 |
| :---: | :---: | :---: | :---: |
| $\mathrm{~s}^{4}$ | 1 | 1 | 1 |
| $\mathrm{~s}^{3}$ | 42 | $z 1$ |  |
| $\mathrm{~s}^{2}$ | $[(2 \times 1)-(1 \times 1)] / 2=0.5$ | $(2 \times 1)-(0 \times 1) 2=1(2 \times 1)-(0 \times 1) 2=1$ |  |
| $\mathrm{~s}^{1}$ | $[(0.5 \times 1)-(1 \times 2)] / 0.5=-1.5 / 0.5=-3$ |  |  |
| $\mathrm{~s}^{0}$ | 1 |  |  |

Step 3 - Verify the sufficient condition for the Routh-Hurwitz stability.
There are two sign changes in the first column of Routh table. Hence, the control system is unstable.

In the Routh-Hurwitz stability criterion, we can know whether the closed loop poles are in on left half of the ' $s$ ' plane or on the right half of the ' $s$ ' plane or on an imaginary axis. So, we can't find the nature of the control system.

