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Image Enhancement 

Image enhancement approaches fall into two broad categories: spatial domain 

methods and frequency domain methods. The term spatial domain refers to the 

image plane itself, and approaches in this category are based on direct 

manipulation of pixels in an image. 

Frequency domain processing techniques are based on modifying the Fourier 

transform of an image. Enhancing an image provides better contrast and a more 

detailed image as compare to non enhanced image. Image enhancement has 

very good applications. It is used to enhance medical images, images captured 

in remote sensing, images from satellite e.t.c. As indicated previously, the term 

spatial domain refers to the aggregate of pixels composing an image. Spatial 

domain methods are procedures that operate directly on these pixels. Spatial 

domain processes will be denoted by theexpression. 

g(x,y) = T[f(x,y)] 
 

where f(x, y) is the input image, g(x, y) is the processed image, and T is 

an operator on f, defined over some neighborhood of (x, y). The principal 

approach in defining a neighborhood about a point (x, y) is to use a square or 

rectangular sub image area centered at (x, y), as Fig. 2.1 shows. The center of 

the sub image is moved from pixel to pixel starting, say, at the top left corner. 

The operator T is applied at each location (x, y) to yield the output, g, at that 

location. The process utilizes only the pixels in the area of the image spanned 

by the neighborhood. 
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Fig2.5.1: 3x3 neighborhood about a point (x,y) in an image. 

Source: Rafael C. Gonzalez, Richard E. Woods, Digital Image Processing‘, 

Pearson,Third Edition, 

2010.- Page- 105 

The simplest form of T is when the neighborhood is of size 1*1 (that is, a single 

pixel). In this case, g depends only on the value of f at (x, y), and T becomes a 

gray-level (also called an intensity or mapping) transformation function of the 

form 

s = T ( r ) 
 

where r is the pixels of the input image and s is the pixels of the output image. T 

is a transformation function that maps each value of „r‟ to each value of „s‟. 

For example, if T(r) has the form shown in Fig. 2.2(a), the effect of this 

transformation would be to produce an image of higher contrast than the original 

by darkening the levels below m and brightening the levels above m in the 

original image. In this technique, known as contrast stretching, the values of r 

below m are compressed by the transformation function into a narrow range of s, 

toward black.The opposite effect takes place for values of r above m. 

In the limiting case shown in Fig. 2.2(b), T(r) produces a two-level 

(binary)image. A mapping of this form is called a thresholding function. 

One of the principal approaches in this formulation is based on the use of so  

called masks (also referred to as filters, kernels, templates, or windows). 

Basically, a mask is a small (say, 3*3) 2-D array, such as the one shown in Fig. 

2.1, in which the values of the mask coefficients determine the nature of the 

process, such as image sharpening. Enhancement techniques based on this type of 

approach often are referred to as mask processing or filtering. 
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Fig. 2.5.2 Gray level transformation functions for contrast enhancement. 

(Source: Rafael C. Gonzalez, Richard E. Woods, Digital Image Processing‘, 

Pearson, Third Edition, 2010.-Page 106) 

GRAY-LEVEL SLICING: 
 

Highlighting a specific range of gray levels in an image often is desired. 

Applications include enhancing features such as masses of water in satellite imagery 

and enhancing flaws in X-ray images. 

There are several ways of doing level slicing, but most of them are variations of two 

basic themes.One approach is to display a high value for all gray levels in the range 

of interest and a low value for all other graylevels. 

This transformation, shown in Fig. y(a), produces a binary image. The second 

approach, based on the transformation shown in Fig.y (b), brightens the desired 

range of gray levels but preserves the background and gray-level tonalities in the 

image. Figure y (c) shows a gray-scale image, and Fig. y(d) shows the result of 

using the transformation in Fig. y(a).Variations of the two transformations shown in 

Fig. are easy to formulate. 
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Fig.2.5.3y (a)This transformation highlights range [A,B] of gray levels and 

reduces all others to a constant level (b) This transformation highlights range 

[A,B] but preserves all other levels. 

(c) An image . (d) Result of using the transformation in(a). 

(Source: Rafael C. Gonzalez, Richard E. Woods, Digital Image Processing‘, 

Pearson, Third Edition, 2010.-Page:107) 

BIT-PLANE SLICING: 

Instead of highlighting gray-level ranges, highlighting the contribution made to 

total image appearance by specific bits might be desired. Suppose that each 

pixel in an image is represented by 8 bits. Imagine that the image is composed 

of eight 1-bit planes, ranging from bit-plane 0 for the least significant bit to bit 

plane 7 for the most significantbit. Intermsof bit bytes, plane 0 contains all the 

lowest order bits in the bytes comprising the pixels in the image and plane 7 

contains all the high-order bits. 

Figure 3.12 illustrates these ideas, and Fig. 3.14 shows the various bit 

planes for the image shown in Fig. 3.13. Note that the higher-order bits 

(especially the top four) contain the majority of the visually significant data.The 

other bit planes contribute to more subtle details in the image. Separating a 

digital image into its bit planes is useful for analyzing the relative importance 

played by each bit of the image, a process that aids in determining the adequacy 

of the number of bits used to quantize each pixel. 

 

 

 

 

 

 

 

 
FIGURE 2.5.4 Bit-plane representation of an 8-bit image. 
(Source: Rafael C. Gonzalez, Richard E. Woods, Digital Image Processing‘, Pearson, 

Third Edition, 2010.-Page-118) 
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In terms of bit-plane extraction for an 8-bit image, it is not difficult to show 

that the (binary) image for bit-plane 7 can be obtained by processing the input image 

with a thresholding gray-level transformation function that (1) maps all levels in the 

image between 0 and 127 to o ne level (for example, 0); and (2) maps all levels 

between 129 and 255 to another (for example, 255).The binary image for bit-plane 7 

in Fig. 3.14 was obtained in just this manner. It is left as an exercise 

(Problem 3.3) to obtain the gray-level transformation functions that would yield 

the other bit planes. 
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Histogram Processing: 

histogram of a digital image with gray levels in the range [0, L-1] is a discrete 

function of the form 

H(rk)=nk 

 
where rk is the kth gray level and nk is the number of pixels in the image having the 

level rk.. A normalized histogram is given by the equation 

p(rk)=nk/n for k=0,1,2,…..,L-1 

 
P(rk) gives the estimate of the probability of occurrence of gray level rk. The sum of 

all components of a normalized histogram is equal to 1. 

The histogram plots are simple plots of H(rk)=nk versus rk.In the dark image the 

components of the histogram are concentrated on the low (dark) side of the gray 

scale. In case of bright image the histogram components are baised towards the high 

side of the gray scale. The histogram of a low contrast image will be narrow and will 

be centered towards the middle of the grayscale. 

The components of the histogram in the high contrast image cover a broad range of 

the gray scale. The net effect of this will be an image that shows a great deal of gray 

levels details and has high dynamic range. In the case of monochrome images, it 

was shown (see Fig. 3.20) to be reasonably successful at handling low-, high-, 

and middle-key images. Since color images are composed of multiple components, 

however, consideration must be given to adapting the gray-scale technique 

to more than one component and/or histogram. 
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Fig 2.3.1: Four basic image types: dark, light, low contrast, high contrast, and their 

corresponding histograms. 

(Source: Rafael C. Gonzalez, Richard E. Woods, Digital Image Processing‘, Pearson, 

Third Edition,2010.- Page -439) 

HISTOGRAM EQUALIZATION: 
 

Histogram equalization is a common technique for enhancing the appearance of  

images. Suppose we have an image which is predominantly dark. Then its histogram 

would be skewed towards the lower end of the grey scale and all the image detail are 

compressed    into the dark end of the histogram. If we could„ stretch out‟ the grey levels 

at the dark end to produce a more uniformly distributed histogram then the image 
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would become much clearer. 

Let there be a continuous function with r being gray levels of the image to be enhanced. 

The range of r is [0, 1] with r=0 repressing black and r=1 representing white. The 

transformation function is of the form 

S=T(r) where 0<r<1 
 

It produces a level s for every pixel value r in the original image. 

 

 

 

 

 

 

 

 

 

 

 
Fig 2.3.2: Recall that a function is monotonically increasing if for is a strictly 

monotonically Increasing function if for Similar definitions apply to 

monotonically 

Decreasing functions. 

(source: Rafael C. Gonzalez, Richard E. Woods, Digital Image Processing‘, 

Pearson, Third Edition, 2010. – Page 440) 

The transformation function is assumed to fulfill two condition T(r) is single 

valued and monotonically increasing in the internal 0<T(r)<1 for 0<r<1.The 

transformation function should be single valued so that the inverse 

transformations should exist. Monotonically increasing condition preserves the 

increasing order from black to white in the output image. The second conditions 

guarantee that the output gray levels will be in the same range as the input 

levels. The gray levels of the image may be viewed as random variables in the 

interval [0.1]. The most fundamental descriptor of a random variable is its 

probability density function (PDF) Pr(r) and Ps(s) denote the probability density 

functions of random variables r and s respectively. Basic results from an 
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elementary probability theory states that if Pr(r) and Tr are known and T-1(s) 

satisfies conditions (a), then the probability density function Ps(s) of the 

transformed variable is given by theformula 

Thus the PDF of the transformed variable s is the determined by the gray levels 

PDF of the input image and by the chosen transformations function. 

 

 
A transformation function of a particular importance in image processing 

This is the cumulative distribution function of r. 

L is the total number of possible gray levels in the image. 
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Homomorphic Filtering 

Homomorphic filters are widely used in image processing for compensating the effect 

of no uniform illumination in an image. Pixel intensities in an image represent the 

light reflected from the corresponding points in the objects. As per as image model, 

image f(z,y) may be characterized by two components: (1) the amount  of source  

light incident on the scene being viewed, and (2) the amount of light reflected by the 

objects in the scene. These portions of light are called the illumination and reflectance 

components, and are denoted i ( x , y) and r ( x , y) respectively. 

The functions i ( x , y) and r ( x , y) combine multiplicatively to give the image 

function f ( x , y): 

f ( x , y) = i ( x , y).r(x, y) (1) 

 
where 0 < i ( x , y ) < a and 0 < r( x , y ) < 1. 

 
Homomorphic filters are used in such situations where the image is subjected to the 

multiplicative interference or noise as depicted in Eq. 1. We cannot easily use the 

above product to operate separately on the frequency components of illumination and 

reflection because the Fourier transform of f ( x , y) is not separable; that is 

F[f(x,y)) not equal to F[i(x, y)].F[r(x, y)]. We can separate the two components by 

taking the logarithm of the two sides ln f(x,y) = ln i(x, y) + ln r(x, y). 

Taking Fourier transforms on both sides we get, 

F[ln f(x,y)} = F[ln i(x, y)} + F[ln r(x, y)]. 

that is, F(x,y) = I(x,y) + R(x,y), where F, I and R are the Fourier transforms ln 

f(x,y),ln i(x, y) , and ln r(x, y). respectively. The function F represents the Fourier 

transform of the sum of two images: a low-frequency illumination image and a high- 

frequency reflectance image. If we now apply a filter with a transfer function that 

suppresses low- frequency components and enhances high-frequency components, 

then we can suppress the illumination component and enhance the reflectance 

component. 

http://www.binils.com/
https://play.google.com/store/apps/details?id=binilselva.allabtengg.release001
https://play.google.com/store/apps/details?id=com.binilselva.photoship


www.binils.com for Anna University | Polytechnic and Schools 
 

Download Binils Android App in Playstore     Download Photoplex App 
 

 

 

 

 

Features & Application: 
 

1. Homomorphic filter is used for image enhancement. 

2. It simultaneously normalizes the brightness across an image and increases 

contrast. 

3. It is also used to remove multiplicative noise. 

Images normally consist of light reflected from objects. The basic 

nature of the image f(x,y) may be characterized by two components: 

(1) The amount of source light incident on the scene being viewed, & 

(2) The amount of light reflected by the objects in the scen 

These portions of light are called the illumination and reflectance 

components, and are denoted i(x,y) and r(x,y) respectively. The 

functions i and r combine multiplicatively to give the image function F: 

f(x,y) = i(x,y)r(x,y), 

 
where  0  <  i(x,y)  <  1-----indicates  perfect  black  body   indicates 

perfect absorption , and 0 < r(x,y) < 1 -----indicates perfect white body 

  indicates perfect 

reflection. 

Since i and r combine multiplicatively, they can be added by taking log 

of the image intensity, so that they can be separated in the frequency 

domain. 

Illumination variations can be thought as a multiplicative noise and can 

be reduced by filtering in the log domain.To make the illuminations of 

an image more even, the HF components are increased and the LF 
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Fig2.4.1: Summary of steps in homomorphic filtering. 

(Source: Rafael C. Gonzalez, Richard E. Woods, Digital Image Processing‘, 

Pearson, Third Edition, 2010- Page- 292) 

Components are filtered, because the HF components are assumed to represent 

the reflectance in the scene whereas the LF components are assumed to 

represent the illumination in the scene.i.e., High pass filter is used to suppress 

LF’s and amplify HF’s in the log intensity domain. illumination component 

tends to vary slowly across the image and the reflectance tends to vary rapidly. 

Therefore, by applying a frequency domain filter the intensity variation across 

the image can be reduced while highlighting detail. 

Analysis: 

WKT , f(x,y) = i(x,y)r(x,y) --------------------- (1) 

Taking natural log on both sides of the above 

equation, 

we get, ln[f(x,y)] = ln[i(x,y)] + ln[r(x,y)] 
 

Let z = ln[f(x,y)] = ln[i(x,y)] + ln[r(x,y)] 

Taking DFT on both sides of the above 

equation, we get, z(x,y) = ln[f(x,y)] = 

ln[i(x,y)] + ln[r(x,y)] 
 

DFT[z(x,y)] = DFT{ln[f(x,y)]} = DFT{ln[i(x,y)] + ln[r(x,y)]} 

 
= DFT{ln[i(x,y)]} + DFT{ln[r(x,y)]} (2) 
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Since DFT[f(x,y)] = F(u,v), equation (2) becomes, 

Z(u,v) = Fi(u,v) + Fr(u,v)  (3) 

The function Z represents the Fourier transform of the sum of 

two images: a low frequency illumination image and a high 

frequency reflectance image. 

Figure : Transfer function for homomorphic filtering. 

 

 

 

 

 

 

 

 

 

Fig2.4.2:Radial cross section of a circularly symmetric homomorphic filter function. 
The vertical axis is at the center of the frequency rectangle and D is the distance from the 

center. 

(Source:  Rafael  C.  Gonzalez,  Richard E. Woods, Digital Image Processing‘, Pearson, 

Third Edition,2010.- Page-292) 

If we now apply a filter with a transfer function that suppresses low frequency 

components and enhances high frequency components, then we can suppress the 

illumination component and enhance the reflectance component. Thus ,the Fourier 

transform of the output image is obtained by multiplying the DFT of the input image 

with the filter function H(u,v). 

i.e., S(u,v) = H(u,v) Z(u,v)  (4) 

where S(u,v) is the fourier transform of the output image. 

Substitute equation (3) in (4), 

we geS(u,v) = H(u,v) [ Fi(u,v) + Fr(u,v) ] = H(u,v) Fi(u,v) + H(u,v) Fr(u,v) --(5) Applying 

IDFT to equation (6), we get, 

T-1[S(u,v)] = T-1 [ H(u,v) Fi(u,v) + H(u,v) Fr(u,v)] 

= T-1[ H(u,v) Fi(u,v)] + T-1[H(u,v) Fr(u,v)] 
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s(x,y) = i’(x,y) + r’(x,y)  (6) 
 

The Enhanced image is obtained by taking exponential of the IDFT 

s(x,y), i.e., g(x,y) = e s(x,y) = e i’(x,y) e r’(x,y) = io(x,y) ro(x,y) 

where, io(x,y) = e i’(x,y) , ro(x,y) = e r’(x,y) are the illumination and reflection 
components of the enhanced output image. 
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Image Enhancement In Frequency Domain 

BLURRING/NOISE REDUCTION: 

Noise characterized by sharp transitions in image intensity. Such transitions 

contribute significantly to high frequency components of Fourier transform. 

Intuitively, attenuating certain high frequency components result in blurring and 

reduction of image noise. 

IDEAL LOW-PASS FILTER: 

Cuts off all high-frequency components at a distance greater than a certain 

distance from origin (cutoff frequency). 

H (u,v) = 1, if D(u,v) ≤ 

D0 0, if D(u,v) ˃D0 

Where D0 is a positive constant and D(u,v) is the distance between a point (u,v) in 

the frequency domain and the center of the frequency rectangle; that is 

D(u,v) = [(u-P/2)2 + (v-Q/2)2] 1/2 

Where as P and Q are the padded sizes from the basic equations 

Wraparound error in their circular convolution can be avoided by padding 

these functions with zeros, 

VISUALIZATION: IDEAL LOW PASS FILTER: 

As shown in fig. below 

 

 

 

 

 

 

 

 

 
Fig : 2.2.1ideal low pass filter 3-D view and 2-D view and line graph. 

(Source:. Rafael C. Gonzalez, Richard E. Woods, Digital Image 

Processing‘, Pearson, Third Edition , 2010 – Page-270) 
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EFFECT OF DIFFERENT CUTOFF FREQUENCIES: 

 

Fig. below(a) Test pattern of size 688x688 pixels, and (b) its Fourier spectrum. 

The spectrum is double the image size due to padding but is shown in half size 

so that it fits in the page. The superimposed circles have radii equal to 10, 30, 

60, 160 and 460 with respect to the full- size spectrum image. These radii 

enclose 87.0, 93.1, 95.7, 97.8 and 99.2% of the padded image power 

respectively. 

 

 

 

 

 

 
 

Fig: (a) Test patter of size 688x688 pixels (b) its Fourier spectrum 
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Source: Rafael C. Gonzalez, Richard E. Woods, 

Pearson, Third Edition , 2010 

igital Image Processing‘, 

Fig: 2.2.2 (a) original image, (b)-(f) Results of filtering using ILPFs with cutoff 

frequencies set at radii values 10, 30, 60, 160 and 460, as shown in fig.2.2.2(b). 

The power removed by these filters was 13, 6.9, 4.3, 2.2 and 0.8% of the total, 

respectively 

(Source: Rafael C. Gonzalez, Richard E. Woods, D 

Pearson, Third Edition, 2010. Page- 271) 

igital Image Processing‘, 
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BUTTERWORTH LOW-PASS FILTER: 

 
Transfer function of a Butterworth lowpass filter (BLPF) of order n, and with 

cutoff frequency at a distance D0 from the origin, is defined as 

 

 

 

Transfer function does not have sharp discontinuity establishing cutoff 

between passed and filtered frequencies. 

Cut off frequency D0 defines point at which H(u,v) = 0.5 

 

 

 

 

 

 

 
Fig. (a) perspective plot of a Butterworth lowpass-filter transfer function. (b) Filter 

displayed as an image. (c)Filter radial cross sections of order 1 through 4. 

Unlike the ILPF, the BLPF transfer function does not have a sharp discontinuity 

that gives a clear cutoff between passed and filtered frequencies 

Source: Rafael C. Gonzalez, Richard E. Woods, 

Pearson,ThirdEdition,2010-Page-274 

igital Image Processing‘, 
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BUTTERWORTH LOW-PASS FILTERS OF DIFFEREN T FREQUENCIES: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 2.2.3(a) Original image.(b)-(f) Results of filtering using BLPFs of 

order 2, with cutoff frequencies at the radii 

(Source: Rafael C. Gonzalez, Richard E. Woods, Digital Image 

Processing‘, Pearson, Third Edition , 2010- Page-275 ) 

Fig. shows the results of applying the BLPF of eq. to fig.(a), with n=2 and 

D0 equal to the five radii in fig.(b) for the ILPF, we note here a smooth 

transition in blurring as a function of increasing cutoff frequency. Moreover, 

no ringing is visible in any of the images processed with this particular 

BLPF, a fact attributed to the filter‟s smooth transition between low and 

highfrequencies. 

A BLPF of order 1 has no ringing in the spatial domain. Ringing generally 

is imperceptible in filters of order 2, but can become significant in filters of 

higher order. 

Fig.shows a comparison between the spatial representation of BLPFs of 

various orders (using a cutoff frequency of 5 in all cases). Shown also is the 
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intensity profile along a horizontal scan line through the center of each 

filter. The filter of order 2 does show mild ringing and small negative 

values, but they certainly are less pronounced than in the ILPF. A butter 

worth filter of order 20 exhibits characteristics similar to those of the ILPF 

(in the limit, both filters are identical). 

 

 

 

 

 

 

 

 

 

 

Fig.2.2.4 (a)-(d) Spatial representation of BLPFs of order 1, 2, 5 and 20 

and corresponding intensity profiles through the center of the filters (the 

size in all cases is 1000 x 1000 and the cutoff frequency is 5) Observe how 

ringing increases as a function of filter order. 

Source: Rafael C. Gonzalez, Richard E. Woods, igital Image 

Processing‘, Pearson, Third Edition , 2010- Page- 276 

GAUSSIAN LOWPASS FILTERS: 

 

 
 

The form of these filters in two dimensions is given by 
 

 This transfer function is smooth , like Butterworth filter. 
 

 Gaussian in frequency domain remains a Gaussian in 

spatialdomain 

 Advantage: No ringingartifacts. 

Where D0 is the cutoff frequency. When D(u,v) = D0, the GLPF is down 
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to 0.607 of its maximum value. This means that a spatial Gaussian filter, 

obtained by computing the IDFT of above equation. will have no 

ringing. 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig.2.2.6 Original image. (b)-(f) Results of filtering using GLPFs 

with  cutoff frequencies at the radii 
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Source: Rafael C. Gonzalez, Richard E. Woods, igital Image 

Processing‘, Pearson, Third Edition , 2010. –Page- 278 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 2.2.7(a) Original image (784x 732 pixels). (b) Result of filtering 

using a GLPF with D0 = 100. (c) Result of filtering using a GLPF with 

D0 = 80. Note the reduction in fine skin lines in the magnified sections 

in (b) and(c). 

Fig. shows an application of low pass filtering for producing a  

smoother, softer- looking result from a sharp original. For human faces, 

the typical objective is to reduce the sharpness of fine skin lines and 

small blemished. 

Source: Rafael C. Gonzalez, Richard E. Woods, D 

Pearson, Third Edition , 2010. – Page-280 

igital Image Processing‘, 
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Basic Gray Level Transformations: 

 

 Image negative 
 

 Log transformations 
 

 Power law transformations 
 

 Piecewise-Linear transformation functions 
 

LINEAR TRANSFORMATION: 
 

First we will look at the linear transformation. Linear transformation includes 

simple identity and negative transformation. Identity transformation has been 

discussed in our tutorial of image transformation, but a brief description of this 

transformation has been given here. 

Identity transition is shown by a straight line. In this transition, each value of the input 

image is directly mapped to each other value of output image. That results in the same 

input image and output image. And hence is called identity transformation. It has been 

shown below: 

 

 

 

 

 

 

 

 

Fig 2.1.1Linear transformation between input and output 

(Source:Rafael C. Gonzalez, Richard E. Woods, 

Third Edition, 2010. - Page – 108) 

NEGATIVE TRANSFORMATION: 

igital Image Processing‘, Pearson, 

The second linear transformation is negative transformation, which is invert of identity 

transformation. In negative transformation, each value of the input image is subtracted 

from the L-1 and mapped onto the output image 
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IMAGE NEGATIVE: The image negative with gray level value in the range of [0, L- 

1] is obtained by negative transformation given by S = T(r) or 

S = L -1 – r 

Where r= gray level value at pixel (x,y) 

L is the largest gray level consists in the image 

It results in getting photograph negative. It is useful when for enhancing white details 

embedded in dark regions of the image. The overall graph of these transitions has been 

shown below. 

 Input gray level, r 
 

 

Negative 

 
nth root 

 

Log 

nth power 

 

 
 

 

 
Identity Inverse Log 

 

Fig2.1.2:Some basic gray-level transformation functions used for image 

enhancement. 

(Source:.-, Rafael C. Gonzalez, Richard E. Woods, 

Pearson, Third Edition, 2010. Page- 108) 

In this case the following transition has been done. 

s = (L – 1) – r 

igital Image Processing‘, 

since the input image of Einstein is an 8 bpp image, so the number of levels in this 

image are 256. Putting 256 in the equation, we get this s = 255 – r 

So each value is subtracted by 255 and the result image has been shown above. So 

what happens is that, the lighter pixels become dark and the darker picture becomes 

light. And it results in image negative. 
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It has been shown in the graph below. 

 

 

Fig: 2.1.3: Negative transformations. 

(Source: Rafael C. Gonzalez, Richard E. Woods, D 

Third Edition, 2010. -Page-108) 

LOGARITHMIC TRANSFORMATIONS: 

 
igital Image Processing‘, Pearson, 

Logarithmic transformation further contains two type of transformation. Log 

transformation and inverse log transformation. 

LOG TRANSFORMATIONS: 

The log transformations can be defined by this formula 

s = c log(r + 1). 

Where s and r are the pixel values of the output and the input image and c is a constant. 

The value 1 is added to each of the pixel value of the input image because if there is a 

pixel intensity of 0 in the image, then log (0) is equal to infinity. So 1 is added, to make 

the minimum value at least 1. 

During log transformation, the dark pixels in an image are expanded as compare to the 

higher pixel values. The higher pixel values are kind of compressed in log 

transformation. This result in following image enhancement. 

An another way of representing LOG TRANSFORMATIONS: Enhance details in the 

darker regions of an image at the expense of detail in brighter regions. 

T(f) = C * log (1+r) 

 Here C is constant and r ≥ 0. 

 The shape of the curve shows that this transformation maps the narrow range of low 

gray level values in the input image into a wider range of output image. 

 The opposite is true for high level values of input image. 
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Fig2.1.4: Logarthmic Transformation 

(Source: Rafael C. Gonzalez, Richard E. Woods, D 

Third Edition, 2010. – Page- 109) 

POWER – LAW TRANSFORMATIONS: 

 

igital Image Processing‘, Pearson, 

There are further two transformation is power law transformations, that include nth 

power and nth root transformation. These transformations can be given by the 

expression: 

s=crγ . 

This symbol γ is called gamma, due to which this transformation is also known as 

gamma transformation. 

Variation in the value of γ varies the enhancement of the images. Different display 

devices / monitors have their own gamma correction, that‟s why they display their 

image at different intensity. 

where c and g are positive constants. Sometimes Eq. (6) is written as S = C (r +ε) γ to 

account for an offset (that is, a measurable output when the input is zero). Plots of s 

versus r for various values of γ are shown in Fig. 2.10. As in the case of the log 

transformation, power-law curves with fractional values of γ map a narrow range of 

dark input values into a wider range of output values, with the opposite being true for 

higher values of input levels. Unlike the log function, however, we notice here a family 

of possible transformation curves obtained simply by varying γ. 

In Fig that curves generated with values of γ>1 have exactly The opposite effect as 

those generated with values of γ<1. Finally, we Note that Eq. (6) reduces to the identity 

transformation when c=γ=1. 

http://www.binils.com/
https://play.google.com/store/apps/details?id=binilselva.allabtengg.release001
https://play.google.com/store/apps/details?id=com.binilselva.photoship


www.binils.com for Anna University | Polytechnic and Schools 
 

Download Binils Android App in Playstore     Download Photoplex App 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 2.1.5 Plot of the equation S = crγ for various values of γ (c =1 in all cases). 

(Source:.- Rafael C. Gonzalez, Richard E. Woods, 

Third Edition, 2010. Page- 110) 

igital Image Processing‘, Pearson, 

This type of transformation is used for enhancing images for different type of display 

devices. The gamma of different display devices is different. For example Gamma of 

CRT lies in between of 1.8 to 2.5, that means the image displayed on CRT is dark. 

Varying gamma (γ) obtains family of possible transformation curves S = C* r γ. 

Here C and γ are positive constants. Plot of S versus r for various values of γ is γ > 1 

compresses dark values 

Expands bright values 

γ < 1 (similar to Log transformation) Expands dark values Compresses bright values 

When C = γ = 1 , it reduces to identity transformation . 

CORRECTING GAMMA: 

s=crγ s=cr (1/2.5) 

The same image but with different gamma values has been shown here. 

Piecewise-Linear Transformation Functions: 

A complementary approach to the methods discussed in the previous three sections is to 

use piecewise linear functions. The principal advantage of piecewise linear functions 

over the types of functions we have discussed thus far is that the form of piecewise 

functions can be arbitrarily complex. 

The principal disadvantage of piecewise functions is that their specification requires 
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considerably more user input. 

 

Contrast stretching: One of the simplest piecewise linear functions is a contrast- 

stretching transformation. Low-contrast images can result from poor illumination, lack 

of dynamic  range in the imaging sensor, or even wrong setting of a lens aperture  

during image acquisition. 

S= T(r ) 

 

Figure x(a) shows a typical transformation used for contrast stretching. The locations of 

points (r1, s1) and (r2, s2) control the shape of the transformation 

Function. If r1=s1 and r2=s2, the transformation is a linear function that produces No 

changes in gray levels. If r1=r2, s1=0and s2= L-1, the transformation Becomes a 

thresholding function that creates a binary image, as illustrated In fig. 2.2(b). 

Intermediate values of ar1, s1b and ar2, s2b produce various degrees of spread in the 

gray levels of the output image, thus affecting its contrast. In general, r1≤ r2 and s1 ≤ s2 

is assumed so that the functio   n is single valued and monotonically increasing 
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Fig. 2.1.6 Contrast stretching. (a) Form of transformation function. (b) A low-contrast 

stretching. (c) Result of contrast stretching. (d) Result of thresholding (original image 

courtesy of Dr.Roger Heady, Research School of Biological Sciences, Australian 

National University Canberra Australia. 

Figure x(b) shows an 8-bit image with low contrast. Fig. x(c) shows the result of 

contrast stretching, obtained by setting (r1, s1 )=(rmin, 0) and (r2, s2)=(rmax,L-1) where 

rmin and rmax denote the minimum and maximum gray levels in the image, 

respectively.Thus, the transformation function stretched the levels linearly from their 

original range to the full range 

[0, L-1]. 

Finally, Fig. x(d) shows the result of using the thresholding function defined previously, 

with r1=r2=m, the mean gray level in the image. The original image on which these 

results are based is a scanning electron microscope image of pollen, magnified 

approximately 700 times. 

Source: Rafael C. Gonzalez, Richard E. Woods, 

Third Edition, 2010. – Page 110 

igital Image Processing‘, Pearson, 
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