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OPERATING SYSTEM INTRODUCTION
OSisaprogramthatacts as anintermediary between a user of acomputer and the
computer hardware
E.g: Windows, Linux
Operating system goals:
1. Execute user programs and make solving user problems easier
2. Make the computer system convenient to use

3. Use the computer hardware in an efficient manner

1.1 COMPUTER SYSTEM OVERVIEW- BASIC ELEMENTS
Atatoplevel,acomputerconsists of processor,memory, and /O components, with
one or more modules of each type. These components are interconnected to execute
programs.
Four main structural elements:
Processor: Controls the operation of the computer and performs its data processing functions.
When there is only one processor, itis often referred to as the central processing unit (CPU).
Main memory: Stores data and programs. It is typically volatile; that is, whenthe computer is
shutdown, the contents ofthe memoryarelost. Incontrast, the contentsofdiskmemoryare
retained even whenthe computer systemis shutdown. Mainmemoryis alsoreferredto as
real memory or primary memory.
I/0 modules: Move databetweenthe computerandits external environment. The external
environmentconsists ofavariety of devices, including secondary memorydevices (e.g., disks),
communications equipment, andterminals.

System bus: Provides for communication among processors, main memory, and I/O modules.
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Fig: Computer Components Top Level View

e One of the processor’s functions is to exchange data with memaory. For this purpose,

it typically makes use of twoiinternal (to the processor) registers:

e Amemoryaddressregister (MAR), which specifies the address in memory for the next

read or write;

e Amemorybufferregister (MBR), which contains the data to be writteninto memory

or which receives the data read from memory.

e Similarly, an 1/O addressregister (I/OAR) specifies a particular I/O device.

e Anl/O bufferregister (I/OBR) is used for the exchange of data between an /O module

and the processor.

e Amemory module consists of a set of locations, defined by sequentially numbered

addresses. Each location contains a bit pattern that can be interpreted as either an

instruction or data.
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e Anl/Omodule transfers data from external devices to processor and memory, and
vice versa. It contains internal buffers for temporarily holding data until they can be

sent on.

1.2 Instruction Execution

» Aprogram to be executed by a processor consists of a set of instructions stored in

memory.
» Instruction processing consists of two steps: The processor reads ( fetches )
instructions from memory one at a time and executes each instruction.

» Program execution consists of repeating the process of instruction fetch and

instruction execution.

» The processing required for a single instruction is called an instruction cycle.

Fetch Cycle Execute Cycle

Fetch Next
Instruction

Execute
Instruction

R \
( START ' HALT ’

Instruction cycle:
The two steps are referred to as the fetch stage and the execute stage.
1. Atthebeginningofeachinstructioncycle, the processorfetchesaninstructionfrom
memory.
2. Typically, the program counter (PC) holds the address of the next instruction to be
fetched. PC value is incremented after each instruction fetch.
3. The fetched instruction is loaded into the instruction register (IR). The instruction
contains bits that specify the action. The processor interprets the instruction and

performs the requiredaction.

In general, these actions fall into four categories:
= Processor-memory: Data may be transferred from processor to memory or from

memory to processor.
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= Processor-1/0: Data may be transferred to or from a peripheral device by transferring
between the processor and an I/O module.

= Dataprocessing: The processor may perform some arithmetic or logic operation on
data.

= Control: Aninstruction may specify that the sequence of execution be altered.

Figure illustrates a partial program execution, showing the relevant portions of memory and
processor registers. The program fragment shown adds the contents of the memory word at
address 940tothe contents ofthe memoryword ataddress 941 and stores theresultinthe
latter location.

Steps:

1. The PC contains 300, the address of the first instruction. This instruction (the value 1940in

hexadecimal) is loaded into the IR and the PC is incremented.
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Fetch stage Execute stage
Memory CPU registers Memory CPU registers
3001 2 40 300/PC |300[1T 6 40 30 1]PC
Ii}lﬁgill AC|301|15 9 4 1 000 3|AC
3212941 1 9 40]IR 3[]2294-If|940[[1
940[0 0 0 3 940[D 0 0 3
94110 0 0 2 941(0 0 O 2
Step 1 Step 2
Memory CPU registers Memory CPU registers
0T 940 30 1PC |30[T 9 40 30 2[PC
3015 9.4 1 D00 3ACI30I[5 9 41 0 005|AC
3(}2294I—LS'§4]IR 3[]229¢I<594I]R
940[0 0 0 3 MO0 D 03] “3+2=5
9410 002 041[@ 0 0 }—7
Step 3 Step 4
Memory CPU registers Memory CPU registers
o1 940 302|PC |300]1 940 3 03|PC
3015941 000 5(ACI30I5 941 000 5[AC
02|29 41 =2 9 4 |]|IR |302({2 9 4 | 204 1[IR
940[0 0 0 3 040[0 0 0 3
4110 00 2 941(0 0 O 5
Step 5 Step 6

Figure 1.4  Example of Program Execution (contents
of memory and registers in hexadecimal)

2. Thefirst4 bits (first hexadecimal digit) in the IR indicate that the AC isto be loaded from
memory. The remaining 12 bits (three hexadecimal digits) specify the address, which is 940.
3. The nextinstruction (5941) is fetched from location 301 and the PCisincremented.
4. The old contents of the AC and the contents of location 941 are added and the resultis
stored in the AC.
5. The nextinstruction (2941) is fetched from location 302 and the PC is incremented.

6. The contents of the AC are stored in location 941.
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1.6 DIRECT MEMORY ACCESS

Three techniques are possible for I/0O operations:
e Programmed I/O
e Interrupt-driven I/O

e Direct memory access(DMA).

Programmed 1/0:

e When the processor is executing a program and encounters an instruction relating to
I/O,itexecutesthatinstructionbyissuingacommandtothe appropriate /Omodule.

e Thel/Omodule performsthe requested action and then sets the appropriate bitsin
thel/O statusregisterbuttakesnofurtheractiontoalertthe processor. In particular,
it does not interrupt the processor.

e The processor periodically checks the status of the I/O module until it finds that the
operation is complete.

e With programmed I/O, the processor has to wait a long time for the I/O module of
concern to be ready for either reception or transmission of more data. The processor,
while waiting, must repeatedly cross-examine the status of the I/O module. As aresult,
the performance level of the entire system is severely degraded.

Interrupt-driven 1/0 ,

¢ AnalternativetoProgrammed|/Oisforthe processortoissueanl/O commandtoa
module and then go on to do some other useful work.

e Thel/Omodulewilltheninterruptthe processorto request service whenitis ready
to exchange data with the processor. The processor then executes the data transfer,
as before, and then resumes its former processing.

e Interrupt-driven I/O, though more efficient than simple programmed 1/O, still requires
theactiveinterventionofthe processortotransferdatabetweenmemoryandanl|/O
module, and any data transfer must traverse a path through the processor. Thus, both
of these forms of I/O suffer from two inherent drawbacks:

1. Thel/Otransferrateislimited by the speed withwhichthe processorcantestandservice

a device.
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2. The processor is tied up in managing an I/O transfer; a number of instructions must be

executed for each 1/O transfer.
Definition

When large volumes of data are to be moved, a more efficient technique is required:
direct memory access (DMA).
Direct Memory Access (DMA) transfersthe block of databetweenthe memoryand peripheral
devices of the system, without the participation of the processor.

The DMA function can be performed by a separate module on the system bus or it can

be incorporated into an 1/0O module.

Working
Whenthe processorwishestoreadorwrite ablock of data, itissuesacommandtothe DMA
module, by sending to the
DMA module the following information:
» Whether a read or write is requested
> The address of the 1/0O deviceinvolved
» The starting location in memory to read data from or write data to
>

The number of words to be read or written

The processorthen continueswith otherwork. Ithas delegated this I/O operation to

the DMA module, and that module will take care of it.

e The DMAmodule transfersthe entire block of data, one word atatime, directly to or
from memory without going through the processor.

e When the transfer is complete, the DMA module sends an interrupt signal to the
processor. Thus, the processor is involved only at the beginning and end of the
transfer.

e The DMA module needs to take control of the bus to transfer data to and from
memory. Because of this competition for bus usage, there may be times when the
processor needs the bus and must wait for the DMA module.

e Note that this is not an interrupt; the processor does not save a context and do

something else.
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e Rather,theprocessorpausesforonebuscycle (thetimeittakestotransferoneword

e across the bus).

e The overall effect is to cause the processor to execute more slowly duringa DMA
transfer when processor access to the bus is required.

e Nevertheless, for a multiple-word 1/O transfer, DMA is far more efficient than

interrupt-driven or programmed|/O.

Issue Read RCPU —» 110 issue Read  CPU — DMA
—» command 1o Do something | block Do something
110 module I~ eise 1o VO module B~ = P eise
=== Interr Read status i - - - |nierrupt
upt of DMA P
VO - CPU module DMA -» CPU
Next instruction
Error
conditon (c) Direct memory access
VO - CPU
Write word
into me CPU —» memory
Yes
Next instruction Next instruction
(a) Programmed /O (b) Interrupt-driven 1/O

1.7 MULTI PROCESSOR & MULTICORE ORGANIZATION
e A processor executes programs by executing machine instructions in sequence and

one at a time. Each instruction is executed in a sequence of operations (fetch
instruction, fetch operands, perform operation, store results).

e As computer technology has evolved and as the cost of computer hardware has
dropped, computer designers have sought more and more opportunities for

parallelism, usually toimprove performance and, in some cases, toimprove reliability.
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Thethree most popular approachesto providing parallelism by replicating processors:

symmetric multiprocessors (SMPs), multicore computers, and clusters.
Multiprocessor Systems

Types
Asymmetric multiprocessing, in which each processor is assigned a specific task. A boss
processor, controls the system; the other processors either look to the boss for instruction or
have predefined tasks.

« This scheme defines a boss—worker relationship. The boss processor schedules and

allocates work to the worker processors.

Symmetric multiprocessing (SMP), in which each processor performs all tasks within the
operating system.
SMP means that all processors are peers; no boss—worker relationship exists between

processors.

Symmetric Multiprocessors

DEFINITION An SMP can be defined as a stand-alone-computer system with the
following characteristics:

1. There are two or more similar processors of comparable capability.

2. These processors share the same main memory and 1/O facilities and are interconnected
by a bus or other internal connection scheme, such that memory access time is approximately
the same for each processor.

3. All processors share access to I/0 devices, either through the same channels or through
different channels that provide paths to the same device.

4, All processors can perform the same functions (hence the term symmetric).

5. The system is controlled by an integrated operating system that provides interaction

between processors and their programs atthe job, task, file, and data elementlevels.

Inan SMP, individual data elements can constitute the level ofinteraction, and there can be

a high degree of cooperation between processes.
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» Advantages
= Performance: If the work to be done by a computer can be organized so that some portions

ofthework canbe donein parallel, then a systemwith multiple processorswill yield greater
performance than one with a single processor of the same type.

= Availability: In a symmetric multiprocessor, because all processors can perform the same
functions, the failure of a single processor does not halt the machine. Instead, the system can
continue to function at reduced performance.

= Incremental growth: A user can enhance the performance of a system by adding an
additional processor.

= Scaling: Vendors can offer a range of products with different price and performance

characteristics based on the number of processors configured in the system.

ORGANIZATION Figure 1.19illustrates the general organization of an SMP. There are multiple

processors, each ofwhich containsitsowncontrolunit, arithmeticlogic unit,andregisters.

Processor Processor Processor
L1 cache L1 cache L1 cache

L2 cache L2 cache L2 cache

System bus

(1[e]

e adapter

memaory 110
subsystem

o
adapter

o
adapter

Figure 1.19  Symmetric Multiprocessor Organization

e Eachprocessorhasaccesstoasharedmainmemoryandthel/Odevicesthroughsome

form of interconnection mechanism; a shared bus is a common facility.
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= The processors can communicate with each other through memory (messages and

= status information left in shared address spaces).
= It may also be possible for processors to exchange signals directly.

= The memory is often organized so that multiple simultaneous accesses to separate blocks of

memory are possible.

In modern computers, processors generally have at least one level of cache memory
that is private to the processor.

This use of cache introduces some new design considerations. Because each local
cache contains animage of a portion of main memory, ifaword is altered in one cache,
it could conceivably invalidate a word in another cache.

To prevent this, the other processors must be alerted that an update has taken place.
This problem is known as the cache coherence problem and is typically addressed in

hardware rather than by the OS.

Multicore Computers

Download Binils Android App in Playstore

Amulticore computer, alsoknownasa chip multiprocessor, combinestwo ormore
processors (called cores) on a single piece of silicon (called a die).

Typically, each core consists of all of the components of an independent processor,
suchasregisters, ALU, pipeline hardware, and control unit, plus L1 instruction and data
caches.

In addition to the multiple cores, contemporary multicore chips also include L2 cache
and, in some cases, L3 cache.

Designers have found that the best way to improve performance to take advantage of
advances in hardware is to put multiple processors and a substantial amount of cache
memory on a single chip.

An example of a multicore system is the Intel Core i7, which includes four x86
processors, each with adedicated L2 cache, and with a shared L3 cache

One mechanism Intel uses to make its caches more effective is prefetching, in which
the hardware examines memory access patterns and attempts to fill the caches with

data that’s likely to be requested soon.
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e The Corei7 chip supports two forms of external communications to other chips. DDR3

memory controller, QPI
e The DDR3 memory controller brings the memory controller for the DDR (double data

rate) main memory onto the chip. The interface supports three channels that are 8 bytes wide
for a total bus width of 192 bits, for an aggregate data rate of up to 32
GB/s.
e The QuickPath Interconnect (QPI) is a point-to-point link electrical interconnect
specification. It enables high-speed communications among connected processor

chips. The QPllink operates at 6.4 GT/s (transfers per second).

Core 0 Core 1 Core 2 Core 3
32 kB I&D 32 kB 1&D 32 kB I&D 32 kB 1&D
L1 caches L1 caches L1 caches L1 caches

256 kB 256 kB 256 kB 256 kB

L2 cache L2 cache L2 cache L2 cache
& MB
L3 cache
DDR3 memory Quickpath
controllers interconnect
F | a E

X
'

3 L

=8B @ 1.33GT/s

Figure 1.20
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w

4200 @ 64 GTis

Intel Core i7 Block Diagram
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1.9 EVOLUTION OF OPERATING SYSTEM
Anoperatingsystemactsasanintermediary betweenthe userofacomputerand
the computer hardware.
The evolution of operating system is explained at various stages.
+ Serial Processing
+ Simple Batch Systems
*  Multi programmed batch systems.

+ Time sharing systems

1.9.1 Serial Processing

+  Withthe earliestcomputers, fromthe late 1940sto the mid-1950s, the programmer
interacted directly with the computer hardware; there was no OS.

+ These computerswere runfromaconsole consisting of display lights, toggle switches,
some form of input device, and a printer.

+ Programsin machine code were loaded viathe input device (e.g., a card reader).

« Ifanerrorhalted the program, the error condition was indicated by the lights.

' Ifthe program proceeded ta a normal completion, the output appeared on the printer.

These early systems presented two main problems:

« Scheduling: Most installations used a hardcopy sign-up sheet to reserve computer
time. A user might sign up for an hour and finish in 45 minutes; this would result in
wasted computer processing time. On the other hand, the user might run into
problems, not finish in the allotted time, and be forced to stop before resolving the
problem.

+ Setup time: Asingle program, called a job, could involve loading the compiler plus the
high-level language program (source program) into memory, saving the compiled
program (objectprogram) andthenloading andlinkingtogetherthe objectprogram
and common functions. Thus, a considerable amount of time was spent justin setting
up the program to run.

« Thismode of operation could be termed serial processing, reflecting the fact that users

have access to the computer in series.

1.9.2 Simple Batch Systems
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To improve utilization, the concept of a batch OS was developed.

+ The central idea behind the simple batch-processing scheme is the use of a piece of
software known as the monitor.

+  Withthistype of OS, the user no longer has direct access to the processor.

+ Instead, the user submits the job on cards or tape to a computer operator, who
batches the jobs together sequentially and places the entire batch on an input device,
for use by the monitor.

+ Each program is constructed to branch back to the monitor when it completes

processing, at which point the monitor automatically begins loading the next program.

Monitor point of view: The monitor controls the sequence of events. For this to be so, much
of the monitor must always be in main memory and available for execution. That portion is
referredto asthe resident monitor. The rest of the monitor consists of utilities and common
functionsthatareloadedassubroutinestothe userprogramatthe beginningofanyjobthat
requiresthem. The monitorreadsinjobsone atatimefromtheinputdevice (typicallyacard
reader ormagnetictape drive). Asitisread in,the currentjobis placedin the user program
area, and control is passed to this job. When the job is completed, it returns control to the
monitor, which immediately reads in the next job. The results of each job are sent to an output

device, such as a printer, for delivery to the user.

Processor point of view: At a certain point, the processor is executing instructions from the
portion of main memory containing the monitor. These instructions cause the nextjobtobe
read into another portion of main memory. Once a job has beenread in, the processor will
encounter a branch instruction in the monitor that instructs the processor to continue
execution at the start of the user program. The processor will then execute the instructions in

the user program until it encounters an ending or error.
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= Witheachjob, instructions are included in a primitive form of job control language (JCL).
= Thisisaspecial type of programming language used to provide instructions to the monitor.
Certain other hardware features are also desirable

= Memory protection

= Timer

= Privileged instructions

= Interrupts
= Auserprogramexecutesinausermode, inwhich certainareas of memoryare protected
from the user’s use and in which certain instructions may not be executed.
= The monitor executes in a system mode, or what has come to be called kernel mode, in
which privileged instructions may be executed and in which protected areas of memory may

be accessed.

1.9.3 Multi programmed Batch Systems
+ Evenwiththe automatic job sequencing provided by a simple batch OS, the processor
is oftenidle.
+ The approach used to improve processor utilization is known as multi programming,
or multitasking.

+ Itisthe central theme of modern operating systems.
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1.9.4 Time-Sharing Systems:

* Intime sharing systems the processor time is shared among multiple users.

+ In atime-sharing system, multiple users simultaneously access the system through
terminals, with the OS interleaving the execution of each user programin a short burst
or quantum of computation.

+ Iftherearenusersactivelyrequestingserviceatonetime, eachuserwillonlyseeon

the average 1/n of the effective computer capacity.
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Batch Multiprogramming Vs Time Sharing systems

Batch Multiprogramming [ime Sharing
Principal objective Maximize processor use Minimize response time
Source of directives to Job control language commands Commands entered at the
operating system provided with the job terminal

1.10 COMPUTER SYSTEM ORGANIZATION:

Computer system organization deals with the structure of the computer system.

Computer system operation:

+ A modern general-purpose computer system consists of one or more CPUs and a
number of device controllers connected through a common bus that provides access
to shared memory.

« Foracomputertostartrunningwhenitis powered up orrebooted—itneedsto have
aninitial programtorun. Thisinitial program is called as the Bootstrap program.

+ | Itissstored within the computerhardware inread-onlymemory (ROM) or electrically
erasable programmable read-only memory (EEPROM), known by the general term
firmware.

« Thebootstrap loader: Itinitializes all aspects of the system, from CPU registers to
device controllers to memory contents.

+ Thebootstrap programloadsthe operating system and startexecuting that system.

+ Once the kernel is loaded and executing, it can start providing services to the system

and its users.
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Storage structure:

The CPU can load instructions only from memory, so any programs to run must be
stored in mainmemory.

Main memory commonly is implemented in a semiconductor technology called
dynamic random-access memory

ROM s aread only memorythat is used to store the static programs such as bootstrap
loader.

Ideally, we want the programs and data toreside in main memory permanently.
Main memoryis usuallytoo smallto store allneeded programs and data permanently
Main memory is a volatile storage device that loses its contents when power is turned
off or otherwiselost.

Mostcomputer systemsprovide secondary storage as an extension of mainmemory.
Volatile storage loses its contents when the power to the device isremoved so that
the data must be written to nonvolatile storage for safekeeping.

Caches can be installed to improve performance.
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/O Structure:

A large portion of operating system code is dedicated.to managing 1/O, both

because of its importance to the reliability and performance of a system.

A general-purpose computer system consists of CPUs and multiple device controllers
that are connected through a common bus. Each device controllerisin charge ofa
specific type ofdevice.

The device controller is responsible for moving the data between the peripheral
devices that it controls and its local buffer storage

Operating systems have a device driver for each device controller.

Tostartan1/O operation, the device driver loadsthe appropriate registerswithinthe
device controller.

The controller starts the transfer of data from the device toits local buffer. Once the
transfer of data is complete, the device controller informs the device driver via an
interruptthat it hasfinished its operation. Thisis called as interrupt driven 1/O.

Thedirectmemoryaccess /O technique transfers a block of data directly to or from
itsownbufferstoragetomemory, withnointerventionbythe CPU. Onlyoneinterrupt

is generated per block, to tellthe device driver that the operation has completed,
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1.3 INTERRUPTS
Interrupt is a signal that prompts the OS to stop one process and start work on another

process.

e Virtually all computers provide a mechanism by which other modules (I/O, memory)
may interrupt the normal sequencing of the processor.
e Interrupts are provided primarily as a way to improve processor utilization.

Table lists the most common classes of interrupts.

Program Generated by some condition that occurs as a result of an instruction execution. such as
arithmetic overflow, division by zero, attempt to execute an illegal machine instruction,
and reference outside a user’s allowed memory space.

Timer Generated by a timer within the processor. This allows the operating system to perform
certain functions on a regular basis.

10 Generated by an /O controller, to signal normal completion of an operation or to signal
a variety of error conditions.
Hardware failure Generated by a failure, such as power failure or memory parity error.

Figure (@) illustrates this state of affairs. The user program performs a series of WRITE calls
interleaved with processing. The solid vertical lines represent segments of code in a program.
Code segments 1, 2, and 3 refer to sequences of instructions that do notinvolve I/O. The
WRITE calls are to an I/O routine that is a system utility and that will perform the actual I/O
operation.

The 1/0O program consists of three sections:

e A sequence of instructions, labeled 4 in the figure, to prepare for the actual I/O
operation. This may include copying the data to be outputinto a special buffer and
preparing the parameters for a device command.

e The actual I/O command. Without the use of interrupts, once this command is issued,
the program must wait for the 1/0 device to perform the requested function (or
periodically check the status, or poll, the I/O device).

e Asequence ofinstructions, labeled 5 in the figure, to complete the operation. This may

include setting aflag indicating the success or failure of the operation.
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The dashed line represents the path of execution followed by the processor; Thus,
afterthe first WRITEinstructionis encountered, the user programisinterruptedand
execution continues with the I/O program.

After the I/0O program execution is complete, execution resumes in the user program
immediately following the WRITE instruction.

Because the I/O operation may take a relatively long time to complete, the 1/0O
programis hungupwaitingforthe operationtocomplete; hence,theuserprogramis

stopped at the point of the WRITE call for some considerable period of time.

Interrupts and the Instruction Cycle

Download Binils Android App in Playstore

Withinterrupts, the processor canbe engagedin executing otherinstructionswhile
an I/O operation is in progress.
Consider the flow of control in Figure b.

As before, the user program reaches a point at which it makes a system call in the form
of a WRITE call.

The 1/0 program that is invoked in this case consists only of the preparation code and

the actual I/Ocommand.
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e After these few instructions have been executed, control returns to the user program.
Meanwhile, the external device is busy accepting datafrom computer memory and
printing it.

e Thisl/Ooperationisconducted concurrentlywiththe executionofinstructionsinthe
user program.

e Whenthe external device becomesreadyto be serviced, thatis, whenitis ready to
acceptmore datafromthe processor, the /O moduleforthat external device sends
an interrupt request signal to the processor. The processor responds by suspending

operation of the current program; branching off to a routine to service

User Program Interrupt Handler

v

L4 L
. °
- .
1 —
Interiupt ——p
occurs here 1 ] — -

Download Binils Android App in Playstore Download Photoplex App



http://www.binils.com/
https://play.google.com/store/apps/details?id=binilselva.allabtengg.release001
https://play.google.com/store/apps/details?id=com.binilselva.photoship
https://play.google.com/store/apps/details?id=com.binilselva.photoship

www.binils.com for Anna University | Polytechnic and Schools

Hardware Software
A A
Device controller or
other system hardware
issucs an interrupt Y
Save remainder of
l process state
information
Processor finishes
exceution of current
instruction Y
Process interrupt
Processor signals
acknowledgment
of interrupt Y

Restore process state
information

Processor pushes PSW
and PC onto control
stack

Y

Restore old PSW
and PC

Processor loads new
PC value based on
interrupt

Figure .10 Simple Interrupt Processing

Transfer of control via Interrupts

e Toaccommodate interrupts, an interrupt stage is added to the instruction cycle. In the
interrupt stage, the processor checks to see if any interrupts have occurred, indicated
by the presence of an interrupt signal.

e Ifnointerrupts are pending, the processor proceeds to the fetch stage and fetches the
next instruction of the current program.

e Ifaninterruptis pending, the processor suspends execution of the currentprogram
and executes an interrupt-handler routine.

e Thisroutine determines the nature of the interrupt and performs whatever actions

are needed.
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Fetch Stage Execute Stage Interrupt Stage

Figure 1.7 Instruction Cycle with Interrupts
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1.4 MEMORY HIERARCHY
e Thethreekeycharacteristics of memory: namely, capacity, accesstime, and cost.
e Thereisatrade-off among the three key characteristics of memory namely-
o Cost
o Capacity
o Accesstime

e Memory hierarchy is employed to balance this trade-off. Memory hierarchy is the
hierarchy of memory and storage devices found in a computer system. It ranges from
the slowestbuthigh capacity auxiliary memorytothe fastestbutlowcapacity cache
memory.

e A typical hierarchy is illustrated in Figure. As one goes down the hierarchy, the
following occur:

a. Decreasing cost perbit

b. Increasing capacity

c. Increasing accesstime

d. Decreasing frequency of access to the memaory by the processor

e | Thus,smaller,more expensive, faster memaries are supplemented bylarger,cheaper,
slower memories.

e Thekeytothe successofthisorganizationisthe decreasingfrequency ofaccessat
lower levels.

e Supposethatthe processorhasaccesstotwolevelsof memory. Level 1 contains 1,000
bytesandhasanaccesstimeof0.1pus;level2 contains 100,000 bytesandhasanaccess
time of 1 us.

e Assumethatifabytetobeaccessedisinlevel1,thenthe processoraccessesitdirectly.
Ifitisinlevel 2, then the byte is first transferred to level 1 and then accessed by the

processor.
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Fig: Memory Hierarchy

e Following Figure shows the general shape of the curye that models this situation: The
figure showsthe average accesstimeto atwo-level memory as a function of the hit
ratioH , where H is defined as the fraction of allmemory accesses that are found in
the fastermemory (e.g., the cache), Tlistheaccesstimetolevel 1,and T2isthe access

time to level 2.
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Fig: Performance of Two Level Memory

e Ascanbeseen, forhighpercentages oflevel 1 access, the average total accesstimeis
muchclosertothatoflevel 1thanthatoflevel 2. Inourexample, suppose 95% ofthe
memory accesses are found in the cache (H =0.95) . Then the average time to access

a byte can be expressed as

(0.95) (0.1 ps) + (0.05) (0.1 ps + |
ps) =0.095 +0.055=0.15 ps

e Theresultis close tothe accesstime of the faster memory. So the strategy of using
two memory levels works in principle.

e The basis for the validity of condition (Decreasing frequency of access to the memory
by the processor) is a principle known as locality of reference.

e Locality of reference, also known as the principle of locality, is the tendency of a
processor to access the same set of memory locations repetitively over a short period
of time.

e Accordingly, it is possible to organize data across the hierarchy such that the
percentage of accesses to each successively lower levelis substantially less than that
of the levelabove.

¢ Thefastest, smallest,and mostexpensive type of memory consists of the registers

internal to the processor.
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e Skipping downtwo levels, main memory is the principal internalmemory system of
the computer. Each location in main memory has a unique address.

e Mainmemoryisusually extended with a higher-speed, smaller cache. The cache is not
usually visible to the programmer or, indeed, to the processor. Itis a device for staging
the movement of data between main memory and processor registers to improve
performance.

e The three forms of memory just described are, typically, volatile and employ
semiconductor technology.

e Dataare stored more permanently on external mass storage devices, of which the
most common are hard disk and removable media, such as removable disk, tape, and
optical storage.

e External,nonvolatilememoryisalsoreferredtoassecondary memory or auxiliary
memory. These are used to store program and data files.

e Aharddiskisalso used to provide an extension to main memory known as virtual
memory.

¢ Additionallevels can be effectively added to the hierarchyin software. For example, a
portion of main memory can be used as a buffer to temporarily hold data thatare to
bereadouttodisk. Suchatechnique, sometimesreferredtoasadisk cache, improves
performance in twoways:

e Diskwritesare clustered. Instead of many small transfers of data, we have afewlarge
transfers of data. This improves disk performance and minimizes processor
involvement.

e Some data destined for write-out may be referenced by a program before the next
dump to disk. In that case, the data are retrieved rapidly from the software cache

rather than slowly from the disk.
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1.5 CACHE MEMORY
Cache memory is the fast and small memory placed between processor & main memory. The
basic idea of using a cache is simple. When CPU need a word, it first looks in the cache. Only

if the word is not there does it go to main memory.

Motivation
e The rate at which the processor can execute instructions is clearly limited by the
memory cycle time (the time it takes to read one word from or write one word to

memory).

Block Transfer
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.
>

Main Memory
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e Thislimitation has been a significant problem because of the persistent mismatch
between processor and main memory speeds:

e Overtheyears, processorspeed hasconsistentlyincreased more rapidly than memory
access speed.

e We are faced with a trade-off among speed, cost, and size.

e |deally, main memory should be built with the same technology as that of the
processor registers, giving memory cycle times comparable to processor cycle times.

e This has always been too expensive a strategy. The solution is to exploit the principle
of locality by providing a small, fast memory between the processor and main

memory, namely thecache.

Cache Principles

e The cache contains a copy of a portion of main memory.

e Whenthe processor attemptsto read a byte orword of memory, acheckis made to
determine if the byte or word is inithe cache:

e Ifso,the byte orwordis deliveredtothe processor. (CACHE HIT) If not, a block of main
memory, consisting of some fixed number of bytes, isread into the cache and then the
byte or word is delivered to the processor. (CACHE MISS)

e The use of multiple levels of cache:

The L2 cacheis slower andtypically largerthanthe L1 cache, and the L3 cache
is slower and typically larger than the L2 cache.

Following Figure depicts the structure of a cache/main memory system.

¢ Main memory consists of up to 2" addressable words, with each word having a unique
n —bitaddress.

e Thismemoryisconsideredto consistof a number of fixed-length blocks of K words
each. That is, there are M= 2"/K blocks.

e Cache consists of C slots (alsoreferred to as lines) of K words each, and the number of
slots is considerably less than the number of main memory blocks (C<<M) (<< much

less than)
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¢ Ifawordinablockof memarythatisnotinthe cacheisread;thatblockistransferred
to one of the slots of the cache.

e Eachslotincludesatagthatidentifies which particularblockis currently being stored.

e Thetagisusually some number of higher-order bits of the address and refersto alll
addresses that begin with that sequence of bits.

e Asasimple example, suppose that we have a 6-bitaddress and a 2-bittag. Thetag 01
refersto the block of locations with the following addresses: 010000, 010001, 010010,
010011, 010100, 010101, 010110, 010111, 011000, 011001, 011010, 011011, 011100,
011101, 011110,011111.

Cache Read Operation
The processor generatesthe address, RA, of awordto be read. Ifthe word is contained
in the cache, itis delivered to the processor. Otherwise, the block containing that word is

loaded into the cache and the word is delivered to the processor.
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Key elements in cache design.
e Cachesize
e Block size
e Mapping function
e Replacement algorithm
e Write policy
e Number of cachelevels
Cache size: It turns out that reasonably small caches can have a significant impact on

performance.
Block size: The unit of data exchanged between cache and main memory. As the block size
increases from very small to larger sizes, the hit ratio will at first increase because of the

principle of locality:

Download Binils Android App in Playstore Download Photoplex App



http://www.binils.com/
https://play.google.com/store/apps/details?id=binilselva.allabtengg.release001
https://play.google.com/store/apps/details?id=com.binilselva.photoship
https://play.google.com/store/apps/details?id=com.binilselva.photoship

www.binils.com for Anna University | Polytechnic and Schools

Mapping Function:Whenanewblock ofdataisreadintothe cache, the mappingfunction
determines which cache location the block will occupy. Two constraints affect the design of
the mapping function.

First, when one block is read in, another may have to be replaced.

The more flexible the mapping function, the more scope we have to design areplacement
algorithm to maximize the hit ratio.

Second, the more flexible the mapping function, the more complex is the circuitry required to

search the cache to determine if a given block is in the cache.

Thereplacementalgorithm: Effective strategyistoreplacethe blockthathasbeeninthe
cache longestwith noreferencetoit. This policy is referred to as the least-recently-used (LRU)

algorithm.

Write policy: Ifthe contentsofablockinthe cache are altered, thenitisnecessarytowrite it
back to main memory before replacing it. The write policy dictates when the memory write
operation takes place.

At one extreme, the writing can occur every time that the block is updated. At the other

extreme, the writingoccurs onlywhentheblockisreplaced. (Write Through, Write Back)
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1.8 OPERATING SYSTEM OVERVIEW: OBJECTIVES AND FUNCTIONS
Operating system acts an interface between applications and the computer hardware.
It can be thought of as having three objectives:
= Convenience
- Efficiency
= Ability to evolve
1.8.1 The Operating System as a User/Computer Interface
+ The hardware and software used in providing applications to a user can be viewed in
a layered or hierarchical fashion, as in Figure.
* Theuserofthose applications, the end user, generallyis not concerned with the details
of computer hardware.
+ Thus, the end user views a computer system in terms of a set of applications.
+ An application can be expressed in a programming language and is developed by an
application programmer.
+ Asetof system programs referred to as utilities implement frequently used functions
that assist in program creation, the management of files, and the control of I/O

devices.

The OS typically provides services in the following areas:

+  Program development: The OS provides a variety of facilities and services, such as
editors and debuggers, to assist the programmer in creating programs.

+  Programexecution: Anumber of stepsneedtobe performedto execute aprogram.

+ Instructions and data must be loaded into main memory, I/O devices and files must be
initialized, and other resources must be prepared. The OS handles these scheduling
duties for the user.

+ Accesstol/Odevices: The OS provides auniforminterface thathidesinner details so
that programmers can access I/O devices using simple reads and writes.

+ Controlled accesstofiles:Inthe case ofasystemwith multiple users,the OS provides
a protection mechanism to control access to the files.

+ Systemaccess:Forsharedorpublicsystems,the OS controlsaccesstothe systemas

a whole and to specific system resources.

Download Binils Android App in Playstore Download Photoplex App



http://www.binils.com/
https://play.google.com/store/apps/details?id=binilselva.allabtengg.release001
https://play.google.com/store/apps/details?id=com.binilselva.photoship
https://play.google.com/store/apps/details?id=com.binilselva.photoship

www.binils.com for Anna University | Polytechnic and Schools

« Error detection and response: Avariety of errors can occur while acomputer system
isrunning. Ineach case, the OS must provide aresponse that clears the error condition
with the least impact on running applications.

« Accounting: Agood OS will collect usage statistics for various resources and monitor

performance parameters such as response time.
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Three key interfaces in a typical computer system:

Instruction setarchitecture (ISA): The ISAdefines the collection of machinelanguage
instructions that a computer can follow. This interface is the boundary between hardware and
software.

Application binary interface (ABI) : The ABI defines a standard for binary portability across
programs. The ABI defines the system call interface to the operating system and the hardware
resources and services available in a system through the user ISA.

Application programming interface (API): The APl gives aprogram accessto the hardware
resources and services available in a system through the user ISA supplemented with high-

level language (HLL) library calls.

1.8.2 The Operating System as Resource Manager
+ Acomputerisasetofresourcesforthe movement, storage, and processing of data
and for the control of these functions.

+ The OSis responsible for managing these resources.

Download Binils Android App in Playstore Download Photoplex App



http://www.binils.com/
https://play.google.com/store/apps/details?id=binilselva.allabtengg.release001
https://play.google.com/store/apps/details?id=com.binilselva.photoship
https://play.google.com/store/apps/details?id=com.binilselva.photoship

www.binils.com for Anna University | Polytechnic and Schools

Computer System

L0 Devices

Memory
Ji 3 -
Operating Il-ﬂ C mllmﬂﬂr*‘ O Printers,
System kevboards,
Software R— digital camera,
| |l.’() L ‘nnlrnllorF“ O ele.

. .
Programs . .
and Data L] -

IIAU Eiﬂll; rt;ll;'r }‘— O
@ “ee IW

Control mechanism is unusual in two respects:
+ The OS functions in the same way as ordinary computer software; that is, it is a
program or suite of programs executed by the processor.
+ = The OSfrequently relinquishes control and must depend on the processorto allow it
to regain control.
1.8.3 Ease of Evolution of an Operating System
A major OS will evolve over time for a number of reasons:
« Hardware upgrades plus new types of hardware
*  New services

+  Fixes
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1.11 OPERATING SYSTEM STRUCTURE:

The operating systems are large and complex. A common approach is to partition
the task into small components, or modules, rather than have one monolithic system.
The structure of an operating system can be defined the following structures.

« Simple structure

« Layered approach

« Microkernels

*  Modules

« Hybrid systems
Simple structure:

The Simple structured operating systems do not have a well-defined structure.
These systems will be simple, small and limited systems.

Example: MS-DOS.

application program

e

resident system program

ROM BIOS device drivers

+ InMS-DOS, the interfaces and levels of functionality are not well separated.
+ InMS-DOS application programs are abletoaccessthebasicl/Oroutines. Thiscauses
the entire systems to be crashed when user programs fail.
Example: Traditional UNIX OS
It consists of two separable parts: the kernel and the system programs.
+ The kernelisfurther separated into a series of interfaces and device drivers
+ Thekernelprovidesthefile system, CPU scheduling, memory management, and other

operating-system functions through system calls.
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(the users)

shells and commands
compilers and interpreters
system libraries

system-call interface to the kernel

< signals terminal file system CPU scheduling
c handling swapping block /O page replacement
2 character I/O system system demand paging

terminal drivers disk and tape drivers virtual memory

kernel interface to the hardware

terminal controllers device controllers memory controllers
terminals disks and tapes physical memory

Layered approach:

+ Asystem can be made modular in many ways. One method is the layered approach,
inwhichthe operating systemis brokenintoanumber of layers (levels). The bottom
layer (layer Q) is the hardware; the highest layer is the user interface.

'~ An operating-system layer is animplementation of an abstract object made up of data
and the operations that can manipulate those data.

+ The main advantage of the layered approach is simplicity of construction and
debugging. The layers are selected so that each uses functions (operations) and
services of only lower-level layers.

+ Eachlayerisimplemented only with operations provided by lower-level layers. A layer
doesnotneedtoknowhowtheseoperationsareimplemented;itneedsto knowonly
what these operationsdo.

+  The major difficulty with the layered approach involves appropriately defining the
various layers because a layer can use only lower-level layers.

+ A problem with layered implementations is that they tend to be less efficient than

other types.
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layer N
user interface

layer O
hardware

Fig : Layered Approach

Microkernels:

+ Inthe mid-1980s, researchers at Carnegie Mellon University developed an operating
system called Mach thatmodularized the kernelusing the microkernelapproach.

* /This ‘'method structures the operating system by .removing all nonessential
components from the kernel'and implementing them as system and user-level
programs.

+ Microkernel provide minimal process and memory management, in addition to a
communication facility.

+ The main function of the microkernel is to provide communication between the client
program and the various services that are also running in user space.

+ Theclient program and service never interact directly. Rather, they communicate
indirectly by exchanging messages with the microkernel.

+  One benefit of the microkernel approach is that it makes extending the operating
system easier. All new services are added to user space and consequently do not
require modification of the kernel.

+ The performance of microkernel can suffer due to increased system-function

overhead.
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Fig : Architecture of typical microkernel
Modules:
+ The best current methodology for operating-system design involves using loadable
kernel modules
+ Thekernelhas aset of core components.and links in additional services via modules,
either at boot time or during run time.
+  Thekernel provides core services while other services are implemented dynamically,
as the kernel is running.
+ Linking services dynamically is more comfortable than adding new features directly to
the kernel, which would require recompiling the kernel every time achange was made.
Example: Solaris OS
The Solaris operating system structure is organized around a core kernel with seven types of
loadable kernel modules:
+ Scheduling classes
*  File systems
+ Loadable system calls
+ Executable formats
+  STREAMS modules
+ Miscellaneous

+ Device and busdrivers
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Hybrid Systems:
+ The Operating System combines different structures, resulting in hybrid systems that
address performance, security, and usability issues.
+ They are monolithic, because having the operating system in a single address space
provides very efficientperformance.
+ However, they are also modular, so that new functionality can be dynamically added
to the' kernel.

Example: Linux and Solaris are monolithic (simple) and also modular, 10S.

1.12 OPERATING-SYSTEM OPERATIONS

Interrupt-driven nature of modern OS requires that erroneous processes not be able to
disturb anything else.

Dual-Mode and MultimodeOperation

= User mode when executing harmless code in user applications

« Kernel mode (a.k.a. system mode, supervisor mode, privileged mode ) when executing
potentially dangerous code in the system kernel.

= Certainmachineinstructions(privilegedinstructions)canonlybeexecutedinkernelmode.
- Kernel mode can only be entered by making system calls. User code cannot flip the mode
switch.

= Modern computers support dual-mode operation in hardware, and therefore most modern

OSes support dual-mode operation.
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user process
user mode
user process executing calls system call return from system call (nedabi=i1)
\ 7
Y L
y 7
kornel trap return
SIhe mode bit =0 mode bit = 1
kernel mode
execute system call (mode bit = 0)

Fig : Transition from user to kernel mode
= Theconceptofmodes canbe extended beyondtwo, requiring more thanasingle mode bit
= CPUsthatsupportvirtualization use one of these extra bits to indicate when the virtual
machine manager, VMM, is in control of the system. The VMM has more privileges than
ordinary user programs, but not so many as the full kernel.
= Systemcallsaretypicallyimplementedinthe form of software interrupts, which causes
thehardware'sinterrupthandlertotransfercontrolovertoanappropriateinterrupthandler,
whichispartofthe operatingsystem;switchingthe mode bitto kernelmode inthe process.
= ' Theinterrupthandlerchecks exactly which interruptwas generated, checks additional
parameters ( generally passed through registers’) if appropriate, and then calls the
appropriate kernel service routine to handle the service requested by the system call.
= User programs' attempts to execute illegal instructions ( privileged or non- existent
instructions ), or to access forbidden memory areas, also generate software interrupts, which
are trapped by the interrupt handler and control is transferred to the OS, which issues an
appropriate error message, possibly dumps datato alog (core)file for later analysis, and

then terminates the offending program.

Timer

Before the kernel begins executing user code, atimer is setto generate an interrupt.

The timer interrupt handler reverts control back to the kernel.

This assures that no user process can take over the system.

Timer control is a privileged instruction, (requiring kernel mode. )
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1.13 SYSTEM CALLS

= System calls provide a means for user or application programs to call upon the services of
the operating system.

= Generally written in C or C++, although some are written in assembly for optimal
performance.

Definition

The interface between a process and an operating systemis provided by system calls. In
general, system calls are available as assembly language instructions. To call upon the services

of the operating system we use system calls.

source file » | destination file

\

4 Example System Call Sequence

Acquire input file name
Write prompt to screen
Accept input

Acquire output file name
Write prompt to screen
Accept input

Open the input file
if file doesn't exist, abort

Create output file
if file exists, abort

Loop
Read from input file
Write to output file

Until read fails

Close output file

Write completion message to screen

Terminate normally

A

4

Example of how system calls are used.
= Youcanuse "strace"to see more examples of the large number of system calls invoked by
a single simplecommand.
= The APIlthen makesthe appropriate system calls through the system callinterface, using a

table lookup to access specific numbered system calls, as shown in figure
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user application
open ()
user

mode

system call interface

kernel
mode A

N b Open ( )

* Implementation
i > of open ()
system call

return

The handling of a user application invoking the open() system call

= Parametersare generally passedto system calls viaregisters, orless commonly, by values
pushed onto the stack. Large blocks of data are generally accessed indirectly, through a

memory address passed in aregister or on the stack, as shown in Figure

—_— X

register

X: parameters
for call

—> use parameters code for
load address X from table X system
system call 13 — > call 13

user program

operating system

Passing of parameters as a table
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Types of System Calls

There are six major categories

1. Process Control:

= Process control system calls include end, abort, load, execute, create process, terminate
process, get/set process attributes, wait for time or event, signal event, and allocate and free
memory.

= Processes must be created, launched, monitored, paused, resumed,and eventually
stopped.

= When one process pauses or stops, then another must be launched or resumed

= When processes stop abnormally it may be necessary to provide core dumps and/or other
diagnostic or recoverytools.

2. File Management

» File management system calls include create file, delete file, open, close, read, write,
reposition, get file attributes, and set file attributes.

= These operations may also be;supported for directories as well as ordinary files.

3. Device Management

= Device management system calls include request device, release device, read, write,
reposition, get/set device attributes, and logically attach or detach devices.

= Devicesmaybe physical(e.g.diskdrives), orvirtual/ abstract (e.g.files, partitions, and
RAM disks).

= Some systems represent devices as special files in the file system, so that accessing the
"file" callsuponthe appropriate device driversinthe OS. See forexample the/devdirectory
on any UNIXsystem.

4. Information Maintenance

= Information maintenance system calls include calls to get/set the time, date, system data,
and process, file, or device attributes.

= Systemsmayalso providethe abilitytodump memoryatanytime, single step programs
pausing execution after each instruction, and tracing the operation of programs, all of which

can help to debug programs.

Download Binils Android App in Playstore Download Photoplex App



http://www.binils.com/
https://play.google.com/store/apps/details?id=binilselva.allabtengg.release001
https://play.google.com/store/apps/details?id=com.binilselva.photoship
https://play.google.com/store/apps/details?id=com.binilselva.photoship

www.binils.com for Anna University | Polytechnic and Schools

5. Communication
. Communication system calls create/delete communication connection, send/receive

messages, transfer status information, and attach/detach remote devices.
e The message passing model must support calls to:

e Identify a remote process and/or host with which to communicate. Establish a
connection between the two processes.
e Open and close the connection as needed.
= Transmit messages along the connection.
= Waitforincoming messages, in either a blocking or non-blocking state.
= Delete the connection when no longer needed.
» The shared memory model must support calls to:
= Create and access memory that is shared amongst processes ( and threads. )
= Provide locking mechanisms restricting simultaneous access.

= Free up shared memaory and/or dynamically allocate it.as needed.

Message passing is simpler and easier, ( particularly for inter-computer communications ),
and is generally appropriate for small amounts of data.

= Shared memory is faster, and is generally the better approach where large amounts
ofdataaretobe shared, (particularlywhenmostprocessesarereadingthe dataratherthan
writingit, oratleastwhenonlyone orasmallnumberof processesneedtochangeanygiven
data item.)

6. Protection

= Protection provides mechanisms for controlling which users / processes have access to
which system resources.

= Systemcallsallowthe access mechanismstobe adjusted asneeded, andfornon- privileged
users to be granted elevated access permissions under carefully controlled temporary
circumstances.

= Once only of concern on multi-user systems, protection is now important on all systems,

in the age of ubiquitous network connectivity.
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1.14 SYSTEM PROGRAMS

= System programs provide OS functionality through separate applications, which are not
part of the kernel or command interpreters.

= They are also known as system utilities or system applications.

= Mostsystems also ship with useful applications such as calculators and simple editors, (
e.g. Notepad ). Some debate arises as to the border between system and non-system
applications.

System programs may be divided into these categories:

1. File management - programs to create, delete, copy, rename, print, list, and
generally manipulate files and directories.

2. Status information - Utilities to check on the date, time, number of users, processes
running, data logging, etc. System registries are used to store and recall
configuration information for particular applications.

3. Filemodification -e.g.texteditors and othertools which can changefile contents.

4. Programming-language support - E.g. Compilers, linkers, debuggers, profilers,
assemblers, library archive management, interpreters for common languages, and
support for make.

5. Program loading and execution -loaders, dynamicloaders, overlay loaders, etc.,as
well as interactive debuggers.

6. Communications - Programs for providing connectivity between processes and
users, including mail, web browsers, remote logins, file transfers, and remote
command execution.

7. Background services - System daemons are commonly started when the system is
booted and run for as long as the system is running, handling necessary services.
Examples include network daemons, print servers, process schedulers, and system

error monitoring services.

1.15 OPERATING-SYSTEM GENERATION
OS may be designed and built for a specific HW configuration at a specific site, but
more commonly they are designed with a number of variable parameters and components,

which are then configured for a particular operating environment.
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= Systems sometimes need to be re-configured after the initial installation, to add additional
resources, capabilities, or to tune performance, logging, or security.

Information that is needed to configure an OS include:

= What CPU(s) are installed onthe system, and what optional characteristics does each have?
« HowmuchRAMisinstalled? (This maybe determined automatically, either atinstall or
boot time.)

= Whatdevicesare present? The OSneeds to determine which device drivers toinclude,
as well as some device-specific characteristics and parameters.

= What OS options are desired, and what values to setfor particular OS parameters.
The latter may include the size of the openfile table, the number of buffers to use, process
scheduling (priority) parameters, disk scheduling algorithms, number of slots in the process
table, etc.

20ptions

= Atoneextreme the OS source code can be edited, re-compiled, and linked into a new
kernel.

= Atthe other extreme a system configuration may be entirely defined by table data, in which
case the "rebuilding" of the system merely requires editing data tables.

= Once asystem has beenregenerated, itis usually required to reboot the system to activate
the new kernel. Because there are possibilities for errors, most systems provide some

mechanism for booting to older or alternate kernels.

1.16 System Boot
The procedure of starting a computer by loading the kernelis known as booting the system.
e Asmall piece of code known as the bootstrap program or bootstrap loader locates the
kernel, loads it into main memory, and starts its execution.
e Firstasimple bootstrap loaderfetches a more complex boot program from disk
e A complex boot program loads the OS

e The bootstrap program can perform a variety of tasks. Usually, one task is to run

diagnostics to determine the state of the machine.

e ltcanalsoinitialize all aspects of the system, from CPU registers to device controllers

and the contents of main memory and then it starts the Operating system.
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e All forms of ROM are also known as firmware, since their characteristics fall
somewhere between those of hardware and those of software.

e A problem with firmware in general is that executing code there is slower than
executing code inRAM.
Some systems store the operating system in firmware and copy it to RAM for fast
execution.

e Afinal issue with firmware is that it is relatively expensive, so usually only small
amounts are available.

e For large operating systems the bootstrap loader is stored in firmware, and the
operating system is on disk.

e The Bootstrap program has a piece of code that can read a single block at a fixed
location from disk into memory and execute the code from that Boot block.

e Theprogramstoredinthebootblockmaybe sophisticated enoughtoloadtheentire
operating system into memory and begin its.execution.

e Adiskthat has a Boot partitionis called as a Boot Disk.

¢ GRUB isan example of an open-source bootstrap program for Linux systems.
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